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ABSTRACT

Permanent magnets are very essential in numerous applications such as automobiles, wind

turbines, computers, electrical motors and many more. The demand for the high-flux permanent

magnet is increasing day by day and doubles roughly in every ten years. Surging demand for

portable mechanical and digital devices need miniaturization of energy storage devices such as

permanent magnets and batteries. Current rare-earth-based high flux permanent magnets such

as Nd2Fe14B magnets are “critical” and Sm based magnets (SmCo5 and Sm2Co17) are “likely to

be critical”, meaning that the raw materials’ supply security is not guaranteed despite their great

importance in clean energy technologies. Additionally, the mining and the purification of these

critical materials create large ecological destruction and generate huge amount of acidic hazardous

waste and tons of greenhouse and toxic gases.

Moreover, there is a gap in maximum energy product (BH)max between the existing transition

metal-based magnets (e.g. Alnico and ferrites) and the above-mentioned rare-earth-based magnets.

If new permanent magnets, performing at the higher end of this gap were to be discovered, the

dependency of the magnet industries on the critical rare earth elements could be greatly reduced.

This thesis is a summary of results obtained in a search of relatively more abundant, envi-

ronment friendly and cheaper transition-metal-based, or Ce-based, ferromagnets for permanent

magnets applications. In this work, transition-metal-based ferromagnets (i.e. Fe5B2P, HfMnP,

ZrMnP and AlFe2B2), antiferromagnetic AlMn2B2 and Ce-based ferromagnets (Ce3−xMgxCo9 and

Ce(Co1−x−yCuxFey)5) are synthesized in single-crystalline forms and anisotropic magnetic proper-

ties were studied.

Fe5B2P is a tetragonal transition metal ferromagnetic compound with a Curie temperature of

655±2 K and a room temperature magnetocrystalline anisotropy energy density, ∼ 0.35 MJ/m3,

comparable to hexaferrites. For comparison with a high-flux system, Nd2Fe14B has a room tem-
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perature magnetocrystalline anisotropy of ∼ 5 MJ/m3. HfMnP and ZrMnP are two additional

phosphorous based compounds that were identified as orthorhombic ferromagnetic materials with

Curie temperatures of 320 K and 371 K respectively. They also exhibit hard axis high anisotropy

fields of 4.5 T and 10.5 T respectively at 50 K. AlFe2B2 is an itinerant, rare-earth free, anisotropic,

magnetocaloric material with a Curie temperature of 274 K. Similarly, AlMn2B2 is an antiferro-

magnetic material with a Néel temperature of T N = 313±2 K with low dimensional magnetic

properties inferred via smaller critical exponent β = 0.21± 0.02.

Although Ce is the most abundant and easiest to purify rare-earth element, Ce based perma-

nent magnets have been overlooked in the past due to their low anisotropy and rapid decline of

the magnetic properties with temperature. These properties were assumed to be associated with

the ambivalent and itinerant nature of Ce in intermetallic compounds. An appropriate chemical

substitution also known as rehabilitation can be an effective way to improve the ferromagnetic

properties and to decrease the content of the critical element in a permanent magnet. The rehabil-

itation is the process of development of four major intrinsic properties namely uniaxial anisotropy,

high saturation magnetization, high Curie temperature and magnetocrystalline anisotropy by the

method of noncritical elements alloying such as Mg or Fe.

Mg, a non-magnetic element, alloying in CeCo3 induced a quantum phase transition of Pauli

paramagnetic CeCo3 to isostructural, ferromagnetic, solid solution Ce3−xMgxCo9 at as low as

0.35 ≤ x ≤ 0.40 along with a significant magnetic anisotropy energy density, useful for a gap

magnet with x ∼ 1.40. In this study, the Curie temperature increases linearly with the Mg con-

tent in the solid solution and reaches as high as 450 K for the highest Mg content (x∼1.4). As

an additional benefit of Mg, we discovered a Mg-flux growth method of high-flux ferromagnetic

compound Sm2Co17. Then the low-temperature anisotropy field and Curie temperature were de-

termined. Similarly, the optimum amount of Fe and Cu addition to CeCo5 phase adjusts anisotropy

and Curie temperature of the system along with the development of 13 Mega-Gauss-Oersted (MG

Oe) (103.45 kJ/m3: See conversion table in the Appendix B.1) energy-product in single-crystalline

permanent magnets after appropriate heat treatment.
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In summary, exploratory synthesis (including mostly single and sometime polycrystalline sam-

ples) of various magnetic systems were performed using flux-growth methods on Fe-, Mn- and

Co-rich compounds to identify potential noncritical, ferromagnets for permanent magnet applica-

tions. In addition to identifying new ferromagnetic systems (HfMnP, ZrMnP and Ce3−xMgxCo9)

the anisotropic magnetic properties were characterized for the materials under study. Ce3−xMgxCo9

system shows promising properties to be useful ferromagnetic material. A 13 MG Oe energy prod-

uct was developed in Cu, Fe and Ta substituted single-crystalline CeCo5 permanent magnets. These

results can serve as proof of the principle of our research goal of discovery and characterization of

non-critical, ferromagnetic materials for gap-magnets applications.
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CHAPTER 1. CRITICAL MAGNETIC MATERIALS

1.1 Introduction

1.1.1 Criticality

In the 21st century, ultra-modernization of industrial and information technologies have gener-

ated an unprecedented pressure on natural resources. Among such resources, rare-earth elements

are becoming increasingly scarce and are considered crucial in clean energy technologies including

permanent magnets, magnetic refrigeration, electrolytic cells, and lighting phosphors. The demand

of high-flux permanent magnets is ever-increasing with an approximate double digit growth rate [1].

The rare-earth elements’ demand-supply analysis has already triggered an alarm in the material

science communities. The scale of scarcity is predicted to be so severe that the traditional ore

mining, purifying and recycling will be insufficient to sustain the projected supply-chain demands

for these materials. As an alternative, scientists are discussing the possibility of harvesting the

rare-earth deposits from the Pacific Ocean sea-bed [2] as well as from extra-terrestrial resources

like meteors, moon and neighboring planets [3]. Even though these ideas sound amazing, discussing

the feasibility of them is irrelevant at the current stage of development of underwater diving tech-

nologies and interstellar aviation capabilities. In addition to supply security, the mining and the

purification of these critical materials produce large ecological destruction and generate tons of very

harmful chemical wastes such as acids and toxic gases. To solve these two big problems, discoveries

of noncritical functional materials to replace the scarce rare-earth elements, and substituting less

critical rare-earth elements for more critical rare-earth elements are more practical ways to address

this growing materials crisis.

Starting in early 2010, there was an unexpected rise in rare-earth ores prices. In 2010 United

States Department of Energy published a report named “Critical material strategies” [4] that was

updated twice: in 2011 and 2017. According to this report, criticality is defined as the importance
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Figure 1.1 Short term criticality as of 2010 clean energy elements reconstructed from the

information in reference [4]. The horizontal axis is depicting the supply risk and

vertical axis is depicting the importance to the clean energy technologies. The

blue colored elements are noncritical, yellow colored elements are near-critical

and red colored elements are critical.

of a raw material in clean energy technologies and associated supply risk. In this report, magnetic

materials (Nd and Dy), light emitting phosphors and solar cells elements (Y, Eu and Tb, Ga, In

and Te) and battery materials mainly Li and Co are listed as critical materials. The short term and

medium term criticality of different materials are shown in Fig. 1.1 and Fig. 1.2. Although the time

line for the short term criticality is already passed, the reports are still relevant. According to the

long term criticality chart, excess Ce is supposed to accumulate as time progress and will be even

less critical than in the short term criticality period. In the critical materials strategies report, there

are some possible strategies to address these criticalities. Some of them being diversification of the

supplies, developing substitutes and recycling of critical materials. The objective of this thesis was

to search for rare-earth poor (or free) alternatives to current commercial permanent magnets.

The requirements of a new ferromagnetic material to qualify for permanent magnets applica-

tion are (i) high Curie temperature (TC ≥ 550 K) (ii) high magnetization and (iii) high uniaxial
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Figure 1.2 Medium term criticality as of 2010 clean energy elements reconstructed from the

information in reference [4]. The horizontal axis is depicting the supply risk and

vertical axis is depicting the importance to the clean energy technologies. The

blue colored elements are noncritical, yellow colored elements are near-critical

and red colored elements are critical.

anisotropy [5]. Current rare-earth element based, strong, commercial magnetic materials that sat-

isfies these criteria are Nd2Fe14B, SmCo5 and Sm2Co17. In these materials, the high magnetization

comes from the magnetic transition metals like Fe and Co. The high magnetic anistropy comes

from the unpaired localized 4f magnetic moments of rare-earth elements. The 4f electronic or-

bitals are screened by 5p and 6s orbitals [6] and less affected by crystal electric potentials. The

most abundant and easiest to purify rare-earth element, Ce, was one of the key constituent of the

research projects in this thesis.

To accomplish the objective of finding potentially applicable new ferromagnetic materials, the

research projects were focused on exploratory search of new or poorly studied critical element-free

ferromagnetic materials and their characterization. The transition metals Fe and Co were used

as a source of high magnetization in these systems. Ce was chosen as a cheap source of magnetic

anisotropy as well as moderate magnetization in the Ce3+ state. In addition to transition metals and
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Ce, research projects included a volatile and high vapour pressure element such as P and Mg as a

third constituent of a ternary phase diagram to increase the possibility of finding new ferromagnetic

materials. The following tree diagram illustrates the strategies adopted in this thesis.

Ferromagnets

Rare-earth free

Transition metal based systems

Fe5B2P ZrMnP HfMnP AlFe2B2

Rare-earth based

Cerium based

CeCo5 CeCo3

Other rare-earths

Sm2Co17 Nd2Fe14B

Three phosphorous based ferromagnetic compounds were studied in this thesis. Phosphorous

is highly volatile, has a high vapor pressure and is a challenging element to handle safely. So,

phosphorous containing phase diagrams are often inaccurate and incomplete. The re-investigation

of phosphorous based ternary phase diagrams provides a higher possibility of identifying new,

potentially useful, ferromagnetic materials as well as better quantifying the magnetic properties

of poorly characterized magnetic materials. We focused on the Fe, Co and Mn rich, transition

metal-phosphorous eutectic and introduced small amounts of B, Zr and Hf. In the Fe-P-B phase

diagram, we characterized anisotropic magnetic properties of Fe5B2P. In the case of known rare-

earth free permanent magnetic materials (e.g. FePt, CoPt, and MnBi), the presence of a relatively

high atomic number element which exhibits large spin orbit interaction to achieve high anisotropy

and coercivity is required in the absence of rare-earth element. Pt is much more critical than any

of the rare-earth elements. So, we chose heavy 5d transition metals, Hf and Zr, for the exploratory

search of phosphorous based ferromagnets and introduced them in T-P (T = Fe, Mn) eutectics.

Ultimately we identified two new ferromagnets ZrMnP and HfMnP.

Ce is the most abundant rare-earth element with moderate anisotropy but is generally over-

looked as its ambivalent character leads to a rapid degradation of magnetic properties [7]. Currently,

Ce is a byproduct of rare-earth mining and is underutilized [8]. We focused on some poorly studied

or overlooked Ce compounds namely CeCon (n = 3, 5) and try to rehabilitate [9] the Ce based
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Pauli paramagnetic or relatively weak magnetic materials into hard ferromagnets by alloying them

with noncritical elements. Pauli paramagnetic CeCo3 was rehabilitated into a hard ferromagnet by

Mg alloying. Similarly, phase stability and the rapid degradation of magnetic properties of CeCo5

with temperature was overcome by substituting Co with Fe and Cu. The Fe and Co substituted as-

grown single crystalline samples exhibit as high as 1.5 kOe coercivity and 3 MG Oe energy product

comparable to Alnico. The single crystalline samples were heat treated to develop the necessary

microstructures to generate the domain pinning. Part of this thesis is the summary of the efforts

to find rare-earth free or Ce-based ferromagnets for gap magnet production.

The major task of these thesis projects was to synthesize, characterize structural and magnetic

properties and measure the anisotropic magnetic properties of single crystalline samples so as

to check for the potential of ferromagnetic materials for permanent magnets applications. To

complete these tasks basic ideas of planing the exploratory synthesis of magnetic materials and

characterizing anisotropic magnetic properties require the understanding of the key theoretical

concepts of magnetism. In the following sections of this chapter and the next chapter, a quick

survey of associated theoretical and experimental concepts that are used in various chapters in this

thesis are discussed.

1.2 Magnetic materials

1.2.1 Origin of magnetism

Magnetism originates from the orbital and spin angular momentum of electrons. Classically,

magnetism is associated with a current loop [10]. An electron around a nucleus mimics a current

loop and magnetism is inherent to every material via orbital angular momentum. Quantum me-

chanically, magnetism is also associated with intrinsic electronic spin angular momentum [11]. The

magnetic moments of materials are explained on the basis of these two types of angular momenta

of electrons. The electrons are filled in the available atomic orbitals following the Aufbau principle

in compliance with Pauli exclusion principle. The magnetic moments of ions/atoms depend on

number of unpaired electrons in a valence shell.
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The completely filled valence shells have no magnetic moments and they contribute to diamag-

netism via Lenz’s law [12] which is also called core diamagnetism. The unpaired bound electrons in

a partially filled valence orbit are responsible for magnetic moments of an ion/atom. The atomic

magnetic ground states, which are explained with Hund’s rules (see section 1.2.3), are degenerate.

The degeneracy is lifted, at least partially, by Coulomb interaction, spin-orbit interaction, crystal

electric field and Zeeman interaction in an external magnetic field [13, 14]. Magnetic ground states

can be stabilized with the resultant effect of several factors such as exchange interaction, spin orbit

interaction, and crystal electric field effect [12, 14, 15].

So, to understand how a magnetic ion acquires its magnetic moment and develops exchange

interaction with its neighbours via electronic wave function overlap, lets start from the magnetism

of single electron orbit. The orbital angular momentum of an electron around an orbit is given as

l = mevr and corresponding orbital magnetic moment is [12]

µl = − e

2me~
|l| = − e~

2me

√
l(l + 1) (1.1)

where |l| = ~
√
l(l + 1) are the eigenvalues of orbital angular momentum l.

Similarly, in a quantum mechanical picture, the magnetic moment is also associated with the

spin of the electron which is given as [16]

µs = −g e

2me
|s| = −g e~

2me

√
s(s+ 1) (1.2)

where |s| = ~
√
s(s+ 1) are the eigenvalues of spin angular momentum s and g is the Landé g-factor.

The total angular momentum of an electron is given as a vector sum of orbital and spin angular

momenta as |j| = |l + gs| and corresponding magnetic moment is given as

µj = −g|j| e
2me

= −g e~
2me

√
j(j + 1) (1.3)

For a multiple number of unpaired valence electrons (pairing up of electrons in a state forms

a spin singlet state which does not contribute in magnetic moment) in an atom, total magnetic
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Figure 1.3 The orbital (l, µl) and spin (s, µs) angular momenta and corresponding mag-

netic moments of an electronic orbit around a nucleus when both moments are

considered to be parallel. The solid arrows represent the directions of angu-

lar momenta pointing upward. The dotted arrows represent the directions of

magnetic moments pointing downward.

(a) 
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𝜙1
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S = 0

S = 1

Figure 1.4 Mechanism of direct exchange interaction between two magnetic sites to form

(a) a ferromagnetic antisymmetric (anti bonding) wave function and (b) anti-

ferromagnet symmetric (bonding) spin wave function [17, 11]
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moment is given as [18]

µ = − <
∑
i

(li + gsi)µB >= −gJµB (1.4)

which is called the net-magnetization of a ion summed over all unpaired valance electrons using the

index i. Here J value is detected by Hund’s rule [14, 12] which will be discussed later in section

1.2.3.

If the wave functions of these magnetic moment bearing ions are not overlapped and noninter-

acting, then the material will be of a paramagnetic nature [14]. To form a spin ordered magnetic

structures, there should exist appreciable Coulomb repulsion between electrons whether they are

localized or delocalized. In the localized electronic wave functions, the spin interaction happens

through wave function overlapping and hybridization [12]. If the two orthogonal electronic wave

functions φ1 and φ2 significantly overlap as shown in Fig. 1.4(a), then the compound forms a fer-

romagnetic antisymmetric spin state also known as antibonding state [11, 17]. In such alignment,

Coulomb interaction energy of the ferromagnetic system is reduced. On the other hand, if the

electronic orbitals are nonorthogonal and nonoverlapping but are close enough to form hybridized

states, then the compound forms a symmetric antiferromagnetic spin state as shown in Fig. 1.4(b).

In this condition, an electron can hop from one ion to another reducing its kinetic energy to form a

singlet state within a hybridized state also known as bonding state [11, 17]. If the spin wave func-

tion is symmetric, the spatial wave function need to be antisymmetric to maintain the requirement

of total antisymmetric wave function for a fermionic state [11].

The exchange interaction is expressed as Ĥexchange = −
∑

ij Jij
−→
S i ·

−→
S j , where Jij is called

exchange integral between electronic wave functions φi(ri) and φj(rj) with spin angular momentum

−→
S i and

−→
S j respectively [19, 12]. The above discussion for ferromagnetism and antiferromagnetism

relates to the exchange interaction. Antiferromagnetism is also explained by indirect exchange

interaction also known as superexchange [12]. A simple example of superexchange is exchange

interaction between Mn ions via O wave functions in antiferromagnetic MnO [20]. Additional

discussion about the origin and the types of exchange interactions are discussed in section 1.2.8.
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In paramagnetic metals such as alkali and alkaline group the electrons are delocalized within

the whole volume of the material and form energy bands for conduction electrons. The electrons

bands are degenerated for ±1
2 spins. Only in presence of the external magnetic field, the conduction

electrons bands (usually wide) splits in to two separate bands of spin 1
2 and −1

2 and small temper-

ature independent paramagnetic susceptibility is developed since only a small number of electrons

that lie within kBT of the Fermi level can be excited with external field. The details of the metallic

paramagnetism with wide electrons band such as 4s orbital is discussed in sections 1.2.12.

If the electrons are delocalized in a sufficiently narrow energy band in a ferromagnetic metal

can form. The sufficiently narrow bands, such as in 3d transition metals, have large electronic

density of states (g(EF ) ∝ 1
band width) and Coulomb repulsion U becomes large enough so that

Stoner’s criterion (Ug(EF ) > 1) is met [11]. Physically, the Stoner’s criterion is the condition for

evolution of spontaneous magnetization in metals via spontaneous splitting of conduction electron

spins bands. The details of the metallic ferromagnetism magnetism is discussed in section 1.2.13.

When the temperature becomes sufficiently high, then the thermal energy per magnetic ion

kBT becomes sufficiently higher than exchange interaction J i.e., kBT > J , phase transition occurs.

Above the phase transition, a magnetic (e.g., Ferromagnetic, antiferromagnetic or ferrimagnetic)

material becomes paramagnetic.

1.2.2 Classification of magnetic materials

Magnetic materials are categorized depending upon the nature of alignment of magnetic mo-

ments, interaction among them and their response in an external magnetic field. The major types

of magnetic materials are as follows:

(1) Diamagnetic materials: In diamagnetic materials, there is no unpaired electron which can

contribute in magnetism. Most diamagnetic materials are weakly repealed by an applied magnetic

field (Superconductors are strongly diamagnetic, but outside the scope of this review.). In classical
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theory, when a magnetic field H is applied, an electron either accelerates or retards in its orbit

according to the Lenz’s law [12].

The net change in magnetic moment of an electronic orbit is found to be [10]

∆µl = −e
2r2

4me
H (1.5)

This phenomenon of induction of opposite magnetization proportional to magnetic field H is called

diamagnetism.

The diamagnetic susceptibility of the orbit is defined as

χ =
∂∆µl
∂H

= −e
2r2

4me
= −e

2 < r2 >

6me
(1.6)

where < r2 >= 3
2r

2 [11].

(2) Paramagnetic materials: Paramagnetism is associated with both unpaired bound or delocal-

ized electrons [11]. Paramagnetic materials are characterized with a positive susceptibility [11, 15].

They are generally weakly attracted by magnets. The origin of this weak attraction is the develop-

ment of small positive magnetization in a magnetizing field [14]. These materials could not retain

magnetization after the removal of the magnetizing field.

↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓

Figure 1.5 Ferromagnetic order

(3) Ferromagnetic materials: These materials contain net spontaneous magnetic moment [21]

due to a unique directional alignment of atomic magnetic moments as shown in Fig. 1.5. Fer-

romagnetic materials are, generally, strongly attracted by magnets and they have large values of

magnetization. The ferromagnetic materials undergo a phase transition to a spin disordered state

called the paramagnetic state above a certain temperature called the Curie temperature.
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(4) Antiferromagnetic materials: In antiferromagnetic materials, there exist a net zero sponta-

neous magnetic moment [15] with numerous types of spin arrangements such as Néel order, stripe

order, spin vortex crystals etc. They develop small positive susceptibility with an external magne-

tizing field. A simple example of this order is displayed in a stripe type linear antiferromagnetic

chain in which the neighboring spins are aligned up and down as shown in Fig. 1.6. An antifer-

romagnetic material transforms to the paramagnetic regime at temperature higher than the phase

transition temperature called Néel temperature.

↓ ↑ ↓ ↑ ↓ ↑ ↓ ↑
↓ ↑ ↓ ↑ ↓ ↑ ↓ ↑
↓ ↑ ↓ ↑ ↓ ↑ ↓ ↑

Figure 1.6 Antiferromagnetic order

(5) Ferrimagnetic materials: In ferrimagnets, magnetic moments are arranged similar to anti-

ferromagnets but the magnitude of atomic moments are not equal in up and down directions as

shown in Fig. 1.7. Since the net moment is not cancelled, the ferrimagnetic materials possess net

spontaneous moments as ferromagnets do [15].

y x y x y x y xy x y x y x y xy x y x y x y x
Figure 1.7 Ferrimagnetic order

1.2.3 Magnetic ground states of ions (local magnetic moments)

In atoms, magnetic ground states for bound electrons are determined using Hund’s rules [12,

14, 15]. There are three empirical Hund’s rules which provide the priority order for electronic sub-
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shell filling and spin and orbital angular momentum calculations of bound electrons. The magnetic

moments of these bound unpaired electrons are called local magnetic moments.

First rule: According to the first rule, valence electrons are arranged in the valence shell in such a

way that the total spin S state is maximized. This requires the single filling of all available electronic

states before doubly filling them in singlet spin configuration. The physical reason behind this is the

minimization of Coulomb energy of the system in compliance with Pauli exclusion principle. The

Pauli exclusion principle prevents the double occupancy of the electrons with same spin quantum

number and minimizes the Coulomb energy [14].

Second rule: Given that first rule of highest spin S is fulfilled for the lowest energy state, the

second rule dictates the electronic subshell filling order such that total orbital angular momentum

L of the state should be maximized. The physical reasoning behind this rule is also to minimize

the Coulomb energy of the system [12].

Third rule: In the third Hund’s rule, total angular momentum of the state is determined. For the

determined S and L from the first and second rules, the total angular momentum is determined [14]

as

J = |L− S| for n ≤ (2l + 1)

= |L+ S| for n ≥ (2l + 1)

where n is the total number of the electrons in a valence orbital and (2l+1) is the total orbital

angular momentum multiplicity number. The third Hund’s rule provides the condition for the

minimization of spin-orbit interaction energy [12]. With the known L, S and J values, the ground

state term symbols are given as 2S+1XJ where (2S+1) is the total spin multiplicity and J can take

(2J +1) values J, (J -1), . . . ., -J. X symbols are designated for different total orbital angular

momentum values as (L=0)→S, (L=1)→P, (L=2)→D, (L=3)→F, (L=4)→G etc.
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1.2.4 Quantum mechanical theory of diamagnetism

In the presence of a uniform external magnetic field H, the Hamiltonian of a magnetic system

can be expressed as [12, 14]

Ĥ = Ĥ0 + µB(L + gS) ·H +
e2

8me

∑
i

(H× ri)
2

Ĥ = Ĥ0 + ∆Ĥ (1.7)

where Ĥ0 =
∑Z

i=1(
p2
i

2me
+Vi) is the magnetic field independent Hamiltonian and ∆Ĥ is the field de-

pendent Hamiltonian which can be considered as a perturbative correction in the field independent

Hamiltonian [14].

∆Ĥ =
Z∑
i=1

µB(L + gS) ·H +
e2

8me

∑
i

(H× ri)
2 (1.8)

The first term in the perturbation Hamiltonian in equation 1.8 is called Zeeman interaction

term and it is associated with unpaired bound electrons which contributes to the paramagnetic

susceptibility and the second term is associated with completely filled electronic orbitals which

contributes to the diamagnetic susceptibility.

Using the perturbation theory up to the second order, the influence of the magnetic field in the

system energy is calculated using Dirac notation of electronic states |n > as

< n|∆Ĥ|n >= µB < n|(L + gS) ·H|n > +
∑
n′ 6=n

| < n|µB(L + gS) ·H|n′ > |2

En − En′

+
e2H2

8me
< n|

∑
i

(x2
i + y2

i )|n > (1.9)

where En and En′ are the energy eigenvalues for ground state |n > and excited state |n′ > respec-

tively.

In a completely filled valence shell, the contribution due to the first and second terms are zero

(< 0|µB(L + gS).H)|0 > =0) and only the third term contributes to diamagnetism as
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< 0|∆Ĥ|0 >= ∆Ê0 =
e2H2

8me
< 0|

∑
i

(x2
i + y2

i )|0 >

∆Ê0 =
e2H2

12me
< 0|

∑
i

r2
i |0 > (1.10)

where spherical symmetry was assumed < x2
i >=< y2

i >= 1
3r

2
i to obtain this relation. Then, the

diamagnetic susceptibility is defined as

χ = −N
V

∂2∆E0

∂H2
= − e2

6me

N

V
< 0|

∑
i

r2
i |0 > (1.11)

Here the negative susceptibility in equation 1.11 is called Larmor diamagnetic susceptibility [14].

Assuming an average radius r for all electrons in an atom, the diamagnetic susceptibility can be

expresses in terms of effective atomic number Zeff < r2 > [12, 14] as

χ = − e2

6me

NZeff < r2 >

V
(1.12)

1.2.5 Quantum theory of paramagnetism

Unfilled valance orbital in an ion or an atom possess unpaired electrons which provide magnetic

moments. There is an exception that unpaired electrons in one electron less than the half filled

orbital can not provide ground state magnetic moment which I will discuss in Van Vleck param-

agnetism. The magnetic ground state of the ion/atom is governed by the Hunds rule. For a given

value of total angular momentum J for an ion/atom, there exist (2J +1) degenerated levels at zero

magnetic field [14]. When an weak external magnetic field H is applied (weak in a sense that L−S

coupling is still valid), the (2J + 1) degenerated levels split into equally spaced (2J + 1) states with

the energy separation of gµBH [14]. If the energy separation between ground state and the first

excited state is much larger than thermal energy and the field splitting between (2J + 1) states

becomes much smaller compared to the thermal energy as ∆ >> kBT >> gµBH, then electrons

excitation among (2J+1) field splitted states contribute to paramagnetic susceptibility which is
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Excited state

Ground state (J)

Δ ≫ 𝑘𝐵𝑇

𝑔 𝜇𝐵𝐻 ≪ 𝑘𝐵T

Figure 1.8 A schematic energy level splitting in a paramagnetic material in an external

field with ground state total angular momentum J which splits into (2J + 1)

levels with equal splitting gµBH [14].

calculated using the statistical partition function [14, 22]. A schematic of the energy splitting for

paramagnetic system is shown in Fig. 1.8.

[14, 22]

The Zeeman term µB < n|(L + gS) ·H|n > is conveniently evaluated in diagonalized |JLSJz >

states using the Wigner-Eckart theorem as [14, 12, 15].

∆ÊZ = µB < JLSJz|(L + gS) ·H|JLSJ ′z >= gµBJzHδJzJ ′z (1.13)

where g = 3
2 + 1

2 [S(S+1)−L(L+1)
J(J+1) ] is called Landé g-factor. If the quantum system is in thermal

equilibrium at temperature T, then the magnetization density (contributed by N ions in a volume

V ) could be easily estimated as

M = −N
V

∂F

∂H
(1.14)
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Where F = −kBT lnZ is a statistical free energy of the system. The partition function Z given as

Z =
J∑

Jz=−J
exp(−∆ÊZ

kBT
)

=

J∑
Jz=−J

exp(−gµBJzH
kBT

), x =
gµBH

kBT

=
sinh[(2J + 1)x2 ]

sinh[x2 ]
(1.15)

Using equation 1.15 in equation 1.14 and substituting y = Jx, it takes the form

M =
N

V
gJµBBJ(y) = M0BJ(y) (1.16)

where M0 = N
V gJµB = ngJµB the base temperature (T → 0 K) magnetization. Here n = N

V is

the number of magnetic ions per unit volume. Similarly,

BJ(y) =
(2J + 1)

2J
coth

(2J + 1)

2J
y − 1

2J
coth

1

2J
y (1.17)

is called a Brillouin function [12].

Case I: Two level system J = 1
2

Substituting J = 1
2 in equation 1.17, the Brillouin function reduces to

B 1
2
(y) = tanh

µBH

kBT
(1.18)

The two level magnetization is given as

M = M0tanh
µBH

kBT
(1.19)

Corresponding two level susceptibility is given as

χ =
∂M

∂H
=
N

V

µ2
B

kBT
sech2µBH

kBT
(1.20)

In the low field and high temperature limit y << 1 for kBT >> µBH, the Brillouin function

takes a form
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B 1
2
(y) = tanh

µBH

kBT
≈ µBH

kBT
(1.21)

Then the high temperature magnetization of the system is

M =
N

V

µ2
BH

kBT
(1.22)

which provides the paramagnetic susceptibility

χ(T ) =
∂M

∂H
=
N

V

µ2
B

kBT
=
C

T
(1.23)

where C = N
V
µ2
B
kB

is called Curie constant for J = 1
2 .

Case II: Multilevel system J = 1, 3
2 ....

In the high temperature and low field limit, the argument of the Brillouin function becomes

small y << 1 (For example, if J = 1, g = 2, µB = 9.27×10−21 erg/G, kB = 1.38×10−16 erg/K and

H = 30000 G then y = gJµBH
kBT

≈ 4
T = 0.04 at 100 K) and it could be expanded as a Maculaurin

series and only linear term is significant.

BJ(y) ≈ J + 1

3J
y +O(y3) (1.24)

Then the high temperature magnetization of the system is

M =
N

V
gJµBBJ(y) =

N

V

g2µ2
B

3

J(J + 1)

kBT
H (1.25)

which provides the paramagnetic susceptibility

χ(T ) =
∂M

∂H
=
N

V

g2µ2
B

3

J(J + 1)

kBT
=
C

T
(1.26)

where C = N
V
g2µ2

B
3

J(J+1)
kB

is called Curie constant.

The molar paramagnetic susceptibility is obtained as [14]

χmolar(T ) = NA
g2µ2

B

3

J(J + 1)

kBT
=
Cmol
T

(1.27)
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where NA is Avogardo’s constant. The order of magnitude of molar Curie constant for a typical fer-

romagnet (using J = 1) is estimated to be Cmolar = NA
g2µ2

B
3

J(J+1)
kB

= 6.023×1023 22(9.27×10−21)2

3
1(1+1)

1.38×10−16 ≈

1 erg K/molG2. For all other finite values of J , above formula can be easily applied.

Case III: Langevin theory (classical limit: J →∞)

In paramagnetic regime where dipole moments can rotate freely then the Brillouin function tends

to classical Langevin function [12] as

B∞(y) = L(y) = coth(y)− 1

y
(1.28)

Using equation 1.16, the relative quantum mechanical magnetization can be expressed as

M

M0
= BJ(y) (1.29)

Now using the Bohr correspondence principle, the classical relative magnetization can be ob-

tained for infinite limit of J i.e.,

M

M0
= lim

J→∞
BJ(y) = B∞(y) = L(y) = coth(y)− 1

y
(1.30)

where M0 = nµeff , n = N
V , is the available magnetization per unit volume of a paramagnetic

ions with measured effective moment µeff = gµB
√
J(J + 1) = limJ→∞

M0
n = gJµB [12]. Ex-

panding coth(y) function for small value of y =
µeffH
kBT

<< 1 the classical relative magnetization is

obtained as

M

M0
= coth(y)− 1

y
=

1

y
+
y

3
+ .....− 1

y
=
y

3

M = M0
y

3
=
nµ2

effH

3kBT
(1.31)

Then the Classical Langevin magnetic susceptibility is obtained as

χ =
∂M

∂H
=
nµ2

eff

3kBT
(1.32)
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1.2.6 Van Vleck paramagnetism

In the low temperature regime, certain magnetic ions can have zero effective moment thereby

attaining the ground state with < J >= 0 [16]. This zero effective moment condition is found to

be achieved in one electron less than half filled orbital ions such as Eu3+ and Sm2+ ions [16, 14].

A similar situation of zero effective J value ground state can occur in crystal field selected singlet

ground state such as Pr ion in PrOs4Sb12 [23]. Then the Curie susceptibility effectively becomes zero

since χCurie ∝ J(J + 1) below the characteristic temperature T<J>=0. If the energy gap between

singlet ground state and first excited state is very small such that kBT << ∆ = kBT<J>=0 then the

second order perturbation corrected susceptibility term becomes important which is related with

electronic excitation between ground state and first excited state among the multiplets < J±1 >6=

0. The magnetic field induced excited state susceptibility which becomes temperature independent

at low temperature regime is known as Van Vleck paramagnetism [14]. The actual energy scale for

the Van Vleck paramagnetism is of the order of 1000 cm−1 (∼ 0.124 eV) in Eu+3 excited states in

Cs5Eu(N3)8 compound [24].

A quick derivation of the second order perturbation susceptibility can be obtained from the

from the second order correction in the Zeeman energy as developed in equation 1.9 as

< n|∆Ĥ(2)|n >=
∑
n′ 6=n

| < n|µB(L + gS) ·H|n′ > |2

En − En′
(1.33)

Evaluating this contribution using diagonalized states |JLSJz > we get

< JLSJz|∆Ĥ(2)|J ′LSJz >=
∑
J ′ 6=J

| < JLSJz|µB(L + gS) ·H|J ′LSJz > |2

EJ − EJ ′
(1.34)

Using the dipole selection rules J ′ = J ± 1 among the matrix elements of field splitted multiplets,

equation 1.34 takes the form
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∆E(2) = µ2
B[
| < JLSJz|(L + gS) ·H|J + 1, LSJz > |2

EJ − EJ+1

+
| < JLSJz|(L + gS) ·H|J − 1, LSJz > |2

EJ − EJ−1
]

(1.35)

Then the susceptibility takes the form (EJ < E(J±1))

χ = −N
V

∂2∆E(2)

∂H2
=
N

V
µ2
B[
| < JLSJz|(Lz + gSz)|J + 1, LSJz > |2

EJ − EJ+1

+
| < JLSJz|(Lz + gSz)|J − 1, LSJz > |2

EJ − EJ−1
]

(1.36)

In a simplified form, above susceptibility can be expressed as

χ ∝
Nµ2

B

V∆
(1.37)

∆ being the energy gap between singlet ground state and the first excited state such that kBT << ∆

even at very low temperature. As soon as the temperature becomes very low, the effective moment

of the ground state vanishes and Curie susceptibility term vanishes then Van Vleck term becomes

significant. In some of the Eu compounds, the Van Vleck susceptibility is predominantly flat up to

150 - 200 K [25]. As soon as the temperature is increased, the condition of zero effective moment

is not valid, then Curie susceptibility becomes relevant [16]. The Van Vleck susceptibility could

be an order of magnitude larger than Curie susceptibility such as in SmB6 [19]. The Van Vleck

susceptibility is also influenced by crystalline anisotropy as in Eu2CuO4 [26]. Moreover, Van vleck

paramagnetism could occur along the hard axis of antiferromagnetic compound such as KTb(WO4)2

also known as Ising antiferromagnet [27].

1.2.7 Exchange interaction

Exchange interaction among the magnetic ions is the physical origin of spin ordered magnetic

system such as ferromagnetism and antiferromagnetism [15, 12, 19]. Physically, the exchange
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integral is the difference in electrostatic energy between triplet and singlet spin states of electrons

between neighbouring sites. This difference is expressed as the exchange Hamiltonian. For a

magnetic system it is expressed as:

Ĥexchange = −
∑
ij

Jij
−→
S i ·
−→
S j (1.38)

where Jij = εs−εT
2 is called exchange integral and εs and εT are defined as follow [19]:

εs =

∫
Ψ?
sĤΨsdr1dr2

εT =

∫
Ψ?
T ĤΨTdr1dr2 (1.39)

Here Ψs and ΨT are singlet and triplet wave functions and H is the Hamiltonian of the magnetic

system.

For J>0 the exchange interaction results in ferromagnetism and for J<0 it favours an antifer-

romagnetic arrangement. There are various types of exchange interactions that lead to a different

types of magnetism.

(i) Direct exchange: In this scheme, an electron in an ion interacts with its surrounding via

its own electronic wave function overlap. Generally, the direct overlap of wave function produces

either the bonding (symmetric exchange) or anti-bonding (antisymmetric exchange) states [12, 11].

(ii) Indirect exchange in ionic solids : If the interactions among the magnetic ions is mediated via

some nonmagnetic bridge ion, the exchange interaction is called indirect or superexchange. Indirect

exchange occurs in insulators such as oxides and ionic solids [12, 11]. Magnetic interaction in an

antiferromagnetic compound MnO with an internal bond structure Mn-O-Mn is an example [28].

(iii) Ruderman Kittel Kasuya Yosida (RKKY) interaction: The indirect exchange between

magnetic ions in a metal via conduction electrons is called the RKKY interaction [12]. Such

interaction occurs between localized inner shells (e.g., 4f orbit) magnetic moments mediated via

conduction electrons [11]. The RKKY interaction is named after the scientists M. A. Ruderman, C.

Kittel, T. Kasuya, and K. Yosida [29, 30, 31]. The interaction of a localized spin
−→
S α located at r =

0 interacts with other localized spin
−→
S β at r via electron gas polarization. The RKKY interaction

Hamiltonian is
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HRKKY ∝ −
J

g2µ2
B

χ(r)
−→
S α ·

−→
S β (1.40)

The real space electron gas susceptibility χ(r) is calculated, assuming the delta like localized

moment produces oscillating magnetization of all possible momenta in the conduction electron

gas [12], as

χ(r) =
1

(2π)3

∫
d3q χq exp(iq.r)

=
2kFχp
π

F (2kF r) (1.41)

Here χq is the momentum space susceptibility of a paramagnetic electron gas [12] given as

χq =
χp
2

(1 +
4k2

F − q2

4kF q
log|q + 2kF

q − 2kF
|) (1.42)

and

F (2kF r) =
−2kF r cos(2kF r) + sin(2kF r)

(2kF r)4
(1.43)

is an oscillatory function of the Fermi wave vector (kF ) and the distance between localized moments.

The nature of the RKKY magnetism is an example of a conduction electron mediated, superex-

change mechanism [32] and oscillates between ferromagnetism and antiferromagnetism with the

range of interactions between two spins. An analogous oscillatory magnetic nature is observed in

thin, multi-layered, giant magnetoresistance devices [33].

1.2.8 Mean field theory: Molecular field theory for interacting magnetic ions

In single domain ferromagnets and ferrimagnets, there exist a nonzero magnetization even at

zero applied field. Such a nonzero magnetization in the absence of an applied magnetic field is called

spontaneous magnetization [15]. Weiss introduced the concept of average (or mean) molecular

magnetic field
−→
Hmf = λ

−→
M acting on a particular spin due to all other spins in a ferromagnetic

system to explain the observed spontaneous magnetization and the phase transition phenomena.

Here λ is the molecular field parameter and M is the spontaneous magnetization. Theoretically,
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the magnitude of molecular field can range up to 103 T in a ferromagnetic material [15]. Later

Werner Heisenberg explained the necessity of larger molecular field λ
−→
M in ferromagnetic materials

which is related to quantum mechanical exchange interaction. The physical origin of the exchange

interaction among spins is the result of electronic wave functions overlap between ions, orbital

hybridization and electrostatic repulsion between electrons.

The microscopic origin of the exchange constant λ could be understood simply by following the

modification of Hamiltonian that contains exchange interaction and Zeeman energy terms. The

Hamiltonian for exchange interaction, Jex
ij being exchange integral and

−→
J i,
−→
J j being spins at

respective sites, is given as [12]

Ĥ = −
∑
ij

Jex
ij

−→
J i ·
−→
J j + gµB

∑
j

Jj ·
−→
H

Ĥ = gµB
∑
j

−→
J j · (−

1

gµB

∑
i

Jex
ij

−→
J i +

−→
H )

Ĥ = gµB
∑
j

−→
J j · (

−→
H +

−→
Hmf ) (1.44)

Here
−→
Hmf = − 1

gµB

∑
i Jex

ij

−→
J i is the Weiss mean field introduced to account the overall inter-

action of all other spins effect on a single spin. By doing so, he was able to treat the ferromag-

netic interaction in a similar manner to paramagnetic spins placed in an enhanced external field

−→
H ext =

−→
H +

−→
Hmf .

The molecular field
−→
Hmf is an operator which has an influence on a particular spin on the basis

of the detail configuration of all other spins. In a ferromagnet, every spin Ji has the same average

moment which can be expressed in terms of magnetization density as

−→
M = −N

V
g <
−→
J i > µB

<
−→
J i >= −V

N

−→
M

gµB
(1.45)

where M is magnetization (see equation 1.16 how base temperature magnetization is obtained) of

a material with N ions within a volume V , g being Landé-g factor and µB is Bohr magneton [14] .
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After factoring out the average value of
−→
J i, the average magnitude of the molecular field takes the

form

−→
Hmf = − < Ji >

1

gµB

∑
i

Jex
ij = (

V

N

−→
M

gµB
)[

1

gµB

∑
i

Jex
ij ]

−→
Hmf = (

V

N

−→
M

(gµB)2
)[
∑
i

Jex
ij ] = λ

−→
M (1.46)

where λ = V
N

Jex
j

(gµB)2 and Jex
j =

∑
i Jex

ij .

Here λ is the mean field parameter which expresses the Weiss molecular field in terms of mag-

netization density [14, 15]. For a quick estimation, taking Jex
j ≈ 10 mRy (taken of the order of α-Fe

Heisenberg exchange integral value [34]), λ =
Jex

j

n(gµB)2 ≈ 10×10−3×13.6×1.6×10−12

1022×(2×9.27×10−21)2 ≈ 0.063×106 G2cm3

erg .

Again following the same steps for paramagnetic case, the total magnetization of N ions in

volume V as in equation 1.16 takes the form

M =
N

V
gJµBBJ(y)

M = M0BJ(y) (1.47)

where the modified y due to additional exchange field is given as

y = gJµB
(H + λM)

kBT
(1.48)

As in equation 1.24, using the high temperature (T > TC) and low field limit of the Brillouin

function, we get

M = M0
(J + 1)

3J
gJµB

(H + λM)

kBT
=
N

V

g2µ2
BJ(J + 1)

3kB

(H + λM)

T
(1.49)

In a simplified form, above relation can be expressed as

M =
C

T
(H + λM)

M(T − λC) = CH

χ =
∂M

∂H
=

C

T − TC
(1.50)
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This relation is called Curie-Weiss susceptibility for ferromagnetic materials where Curie tem-

perature TC is related to Curie constant C and mean field parameter λ as

TC = λC (1.51)

A numerical estimate of exchange parameter λ from the Curie temperature is λ = TC
C = 3kBTC

ng2µ2
BJ(J+1)

=

0.048 × 106 G2cm3

egr for TC = 300 K and J = 1
2 which agrees very well with microscopic estimation

of λ using the exchange integral constant around 10 mRy unit as derived in equation 1.46.

In some cases at higher temperature, the temperature independent susceptibility χ0 (e.g., Pauli

paramagnetic, Landau or core diamagnetic terms) can be significant. Then the experimental sus-

ceptibility is expressed as

χ = χ0 +
C

T − TC
(1.52)

In a ferrimagnetic compound, magnetic moments of two types of magnetic sub-lattices oppose

each-other. Following the similar treatment for a ferromagnetic order for each sublattice, the

ferrimagnetic susceptibility relation takes a form

χ = χ0 +
(CA + CB)T − 2µCACB

T 2 − T 2
C

(1.53)

Where Curie temperature is related to mean-field parameter µ as TC = µ(CACB)
1
2 , CA and CB

being the Curie constant for sub-lattices A and B respectively [15].

If opposing sublattices are identical i.e., CA = CB, the Curie-Weiss relation for an antiferro-

magnetic system becomes

χ = χ0 +
2C

T + TN
(1.54)

where TN = λC.

The inverse magnetic susceptibilities from equations 1.52 and 1.54 can be written as

1

χ− χ0
=
T ± θ
C

1

χ− χ0
=
±θ
C

+
T

C
(1.55)
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1

𝜒
−
𝜒
0

T

𝑇 = 𝑇𝐶

𝑇 = 𝑇𝑁
𝜃𝑤 < 0 𝜃𝑤 = 0 𝜃𝑤 > 0

Figure 1.9 Curie Weiss plot for magnetic materials. The temperature corresponding to the

end point of the straight line data segment provide approximate Curie TC and

Néel TN temperatures and corresponding X-intercepts provide corresponding

Weiss temperatures. The Weiss temperature is positive for a ferromagnet and

negative for an antiferromagnetic material.

where θ = TC = Cλ for a ferromagnetic material and −θ = TN = −Cλ for an antiferromagnetic

material. This relation in equation 1.55 is valid for ferrimagnetic as well as multiple sites magnetic

formula units ferromagnetic and antiferromagnetic materials. The schematic Curie-Weiss plot for

magnetic materials is shown in Fig. 1.9. The Curie-Weiss plot exhibits a positive Y-intercept

for antiferromagnetic materials whereas it is negative for ferromagnetic materials. For a Curie-

paramagnetic material, it passes through the origin. The X-intercept of the inverse Curie-Weiss

plot provides a rough estimate of Curie temperature for a ferromagnetic material. The temperature

corresponding to the lower end of the linear section of the antiferromagnetic Curie-Weiss plot

provides a rough estimate for the Néel temperature. The slope of the Curie-Weiss plot provides

the effective moment of magnetic ion given as

slope =
1

C
(1.56)
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Figure 1.10 Method of obtaining the saturation magnetization (ordered moment) of a

ferromagnetic material. Since the laboratory fields can not achieve the perfect

saturation (asymptotic magnetization) at a finite field as shown in left panel,

the Y-intercept of M vs 1
H plot provides the saturation magnetization [35].

For convenience, the molar Curie constant as expressed in equation 1.27 could be expressed to slope

of the Curie-Weiss plot as following

Cmolar =
NAg

2µ2
BJ(J + 1)

3kB
=
NA(µeffµB)2

3kB

Or, µeff =

√
3kBCmol

NAµ2
B

=

√
3 ∗ 1.38 ∗ 10−16 erg/K Cmol

6.023 ∗ 1023 mol−1 ∗ (9.27 ∗ 10−21 erg/G)2
≈
√

8Cmol

Or, µeff =

√
8

slope
(1.57)

For a ferromagnetic sample, the saturated moment (moment related with low temperature

saturation magnetization) could be estimated with the Y-intercept of the linear fit of M vs 1
H as

shown in Fig. 1.10. Theoretically, H should be sufficiently large to achieve the perfect saturation

magnetization which was not possible in our laboratory setting. As H →∞, 1
H → 0 and M attains

the saturation magnetization MS [35].

When the effective moment µeff and low temperature ordered moment MSaturated are obtained

for a magnetic ion, one can determine whether the magnetism is local moment or an itinerant type.
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Mathematically, the local or itinerant nature of a magnetic material is measured in terms of the

Rhode-Wohlfarth ratio (RWR = MC
Msat

). Here MC = gJ (high temperature case) and Msat = gJ

(low temperature case) are the total angular momenta associated with low temperature saturated

moment and Curie-Weiss susceptibility respectively [36]). In other word, the RWR is the ratio of

the total angular momentum J value derived from the the Curie-Weiss constant to the J value

associated with the base temperature ordered moment. Here, low temperature ordered moment is

associated with angular momentum M sat = gJ at low temperature as: MSaturated = −N
V gJµB =

−N
V MsatµB [36]. The high temperature Curie susceptibility angular momentum MC = gJ are

related to Curie constant as: C = N
V

µ2
eff

3kB
= N

V
µ2
Bg

2J(J+1)
3kB

= N
V
µ2
BgJ(gJ+g)

3kB
= N

V
µ2
BMc(Mc+2)

3kB
setting

g = 2 [36]. A compound is considered local moment system if RWR ≈ 1 and itinerant for RWR>1.

The magnetic moment of a local moment ion nearly agrees with Hund’s rule estimation (µ =

−gJµB) whereas the itinerant system moment per ion is much smaller than provided by Hund’s

rules provided that there is no orbital quenching due to crystal electric field.

Curie temperature determination: The Curie temperature of a ferromagnetic system is

the temperature at which the spin ordered state transforms into a spin disordered paramagnetic

state. This happens when the thermal energy per electron kBT becomes larger than the exchange

interaction between electrons in neighbouring sites i.e., kBT > J . Various methods of obtaining the

Curie temperature of the ferromagnetic samples are discussed in various references [37, 38, 39, 40,

41, 42, 43]. Although a quick method of accessing experimental value of Curie temperature from

the low-field magnetization data is to take the temperature of the minimum in the temperature

derivative dM
dT , the phase transition anomaly is often broadened and reliable Curie temperature

becomes difficult to access. The Arrott plot method is a convenient technique which provides

reliable Curie temperature from the magnetization data.

To derive the Arrott plot equation, Once again, it is convenient to start from the magnetization

derived from the molecular field theory (see equations 1.16, 1.47 and 1.48),
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M = NAgJµBBJ(
gJµB(H + λM)

kBT
)

M = M0[
2J + 1

2J
coth(

2J + 1

2J
y)− 1

2J
coth(

y

2J
)] (1.58)

Where M0 = NAgJµB. Now, expanding Brillouin function in the small limit of its argument

y = gJµB(H+λM)
kBT

<< 1 which can be achieved in a low field and high temperature T ' TC

condition [44, 45]. A little bit more clarification of validity of the y << 1 can be understood as

y =
gJµB(H + λM)

kBT
=
gJµB(H + TC

C M)

kBT

y =
gJµBH

kBT
+

3J

J + 1

TC
T

M

M0
(1.59)

The first term of equation 1.59 is valid in H << T since H ≈ 1.5 K per tesla. I have discussed

about its magnitude for J = 1 in paramagnetic case in equation 1.24. The second term is always

<< 1 since M << M0 around T = TC as described in Arrott’s original paper [42].

M = M0[
J + 1

3J
y − [(J + 1)2 + J2](J + 1)

90J3
y3 + ......]

M = Ay −By3 + .... (1.60)

where A = M0
J+1
3J and B = M0

[(J+1)2+J2](J+1)
90J2 [44]

Solving for magnetization at T = TC for small applied field H [46] one can get,

M(T = TC) = M0(J + 1)[
10

9(1 + 2J + 2J2)
]

1
3H

1
3 (1.61)

This result provides an information that at T = TC , the first term in equation 1.59 i.e., gJµBH
kBTC

=

10−4 JH
TC

<< 3J [ 10
9(1+2J+2J2)

]
1
3H

1
3 since TC >> H ∼ 1.5 K for per tesla. So, in the cubic and higher

powers of the expansion, y = gJµB(H+λM)
kBT

≈ gJµBλM
kBT

can be used for small applied field and high

temperature T ≈ TC [44].

M = A(
gJµB(H + λM)

kBT
)−B(

gJµBλM

kBT
)3 (1.62)
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H = (
kBT

AgJµB
− λ)M +B(

gJµBλM

kBT
)3 (1.63)

Substituting A = M0
J+1

3 and λ = TC
C (see equation 1.51) above equation takes the form

H = (
3kBT

NAg2µ2
BJ(J + 1)

− TC
C

)M +B(
gJµBλM

kBT
)3 (1.64)

Again, using the coefficient of the temperature T on the first term of right hand side of the

equation 1.64 is the Curie constant C =
NAg

2µ2
BJ(J+1)

3kB
(see equation 1.27), equation 1.64 takes the

form

H = (
T

C
− TC

C
)M + [B(

gJµBλ

kBT
)3]M3

(1.65)

By substituting a0 = 1
C and b = [B(gJµBλkBT

)3] (The temperature term is not absorbed in coeffi-

cient a0 to indicate the first term vanishes at T = TC and temperature is absorbed in the coefficient

b so that Arrott plots are valid only for constant temperature also known as isotherms)

H = a0(T − TC)M + bM3 (1.66)

Dividing both sides by bM , the equation takes the form,

H

bM
=

a0

bM
(T − TC)M +M2 (1.67)

On further manipulating an Arrott plot from the mean field theory can be achieved as

M2 = a(T − TC) + a1
H

M
(1.68)

where a = −a0
b and a1 = 1

b . Here both a and a1 are temperature dependent coefficients. Hence

Arrott plots are plotted for known temperatures i.e. isotherms.
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(a)
(b)

(c)

T < TC

T < TC

T < TC

T > TC T > TC

T > TC

T = TC T = TC

T = TC

M2

𝐻

𝑀
𝐻

𝑀

𝐻𝑖𝑛𝑡

𝑀

N

M2

M2

Figure 1.11 (a) Arrott Plots in ideal mean field approach (b) Shifted Arrott plots due to

demagnetization factor. (c) Arrott plots after demagnetization correction with

average internal field as Hint = Happlied − NM [45, 12, 44]. The calculation

of internal field is possible only for regular geometry samples such as cuboids

and spheroids.



www.manaraa.com

32

The Arrott isotherms are generally a straight lines at sufficiently high field and curve at low

field as shown in Fig. 1.11(a). This curvy nature at low field is because of the nature of first term

in equation 1.68 a(T −TC) which vanishes at TC and changes sign above and below it. At the Curie

temperature T = TC , the Arrott plot becomes a straight line through origin since the first term of

the equation vanishes. If the system does not strictly follow the mean field theory, the Arrott plot

at T = TC might not be a perfectly straight line (see example of Fe5B2P [47]).

In an experimental case, the Arrott plots shift a little bit away from the origin due to demagneti-

zation factor of the sample under measurement as shown in Fig. 1.11(b). After the demagnetization

factor is corrected with internal field (Hint), the Arrott plot is shifted back to the origin as shown

in Fig. 1.11(c). The details of the internal field determination is discussed in Chapter 2.1.4. In

an Arrott plot, the x-intercept in H
M axis is a beneficial method for a direct determination of the

demagnetization factor N for an applied field along the easy axis of magnetization [47]. The basic

ideas required for this approach are mentioned in reference [42]. In the mean field approximation,

the Arrott isotherms are straight lines and the isotherm corresponding to the Curie temperature

passes through the origin. After accounting the effect of the demagnetization factor, Arrott plot

is one of the better methods to determine the Curie temperature of a ferromagnetic system which

undergoes a second order phase transition, especially if TC is large and the specific heat feature is

small.

1.2.9 Spin wave theory

Spin wave theory explains the temperature variation of magnetization at low temperature.

According to spin wave theory, thermal fluctuations are the excitations of the magnetic ground

state. A simplest case of excitation could be a single spin flip in a ferromagnetic ground state.

However, discrete spin flip costs more energy than a cooperative spin reversal. For the sake of

energy minimization, the spin flip is collectively shared along a whole spin assembly in form of

spin waves [15]. A typical spin wave formed by collective excitaions of ferromagnetically alligned

spins is shown in Fig. 1.12 taken from [48]. Spin waves quanta are called magnons and follow the
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Bose-Einstein statistics. Using the three dimensional spin wave model in a ferromagnet, Bloch

predicted the low temperature variation of magnetization as [49]

Figure 1.12 A schematic diagram of spin excitations wave showing characteristics wave-

length and amplitude taken with permission from [48]. The energy of spin

excitation wave is quantized and the energy quanta are called magnons.

M(T ) = M(0)[1− (
T

TC
)

3
2 ] (1.69)

where M(0) is the 0 K spontaneous magnetization, and TC is the Curie temperature of the material.

Bloch equation agrees fairly well with the experimentally measured, low temperature magnetization

for most of the 3D-ferromagnetic systems.

Although Bloch law is generally developed for a low temperature region, it can be used to

estimate the an approximate Curie temperature of a ferromagnetic system whose magnetization

gets smeared due to sample degradation or structural phase transition near the high Curie tem-

perature. In this thesis, Bloch law was applied to get an approximate Curie temperature in case of

Ce14.3Ta1.0Co62.0Fe12.3Cu10.4 sample which tend to thermally degrade around 800 K.

1.2.10 Pauli Paramagnetism

In a metal, valence electrons are delocalized throughout the bulk size of material volume V.

These electrons can be treated as an independent electrons gas with statistical mixture of spins

±1
2 which could be represented by a density of states as shown in Fig. 1.13(a). When an external

field is applied, the statistical mixture polarizes into spin up and spin down bands as shown in

Fig. 1.13(b) [20]. After the sufficient interaction time between spins and field, the spin polarization
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equlibriates as shown in Fig. 1.13(c) [11]. The net magnetization density due to an electron is

either -µB/V or µB/V depending up on parallel or anti-parallel to applied field H. Hence net

magnetization density is

M = −µB(n↑ − n↓) (1.70)

(a) (b) (c)

EF

EF

EF

H
H

𝑔(𝐸) 𝑔(𝐸) 𝑔(𝐸)

δE

E E E

Figure 1.13 (a) Equilibrium band structure of metal (b) Non-equilibrium spin band split-

ting of metal in an applied field (c) Equilibrium spin band splitting of metal

in an applied field.

where n↑ is the density of electrons with spin moment parallel to field H and vice versa [12]. In

terms of density of states in Fermi surface g(EF ), the density of polarized electrons can be estimated
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using Fermi Dirac statistics as

n↑ =
1

2

∫ ∞
0

g(E + µBH)f(E)dE

n↓ =
1

2

∫ ∞
0

g(E − µBH)f(E)dE (1.71)

where f(E) is Fermi Dirac distribution given as

f(E) =
1

exp (E−µ)
kBT

+ 1
(1.72)

The density of states can be expanded around the non-magnetic Energy E as g(E ± µBH) =

g(E) ± µBH dg(E)
dE (since µBH ≈ 1.5 K is a very small energy) and the magnetization density in

equation 1.70 takes the form

M == −µB(n↑ − n↓) = µ2
BH

∫ ∞
0

(−dg(E)

dE
)f(E)dE (1.73)

Using integration by parts and the relation for the derivative of the Fermi function with respect

to energy as df(E)
dE = δ(E − EF ) [12] the magnetization takes the form

M = µ2
BH

∫ ∞
0

δ(E − EF )g(E)dE = µ2
Bg(EF )H (1.74)

which produces temperature independent susceptibility

χ =
∂M

∂H
= µ2

Bg(EF ) (1.75)

1.2.11 Stoner model

As derived in the previous section, the alkali and alkaline earth metals are exhibit Pauli para-

magnetism since they have broad s-bands. However, transition metals like Fe, Co, and Ni are

ferromagnetic at room temperature due to their narrow 3d bands which generate high electrostatic

repulsion among electrons to generate necessary condition for spontaneous electronic spins band

splitting [11]. This metallic ferromagnetism could be understood from the capability of certain
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metals to meet the Stoner criterion Ug(EF ) ≥ 1, where U is coulomb repulsion among electrons

and g(EF ) is the density of states at the Fermi level. Physically, Stoner’s criterion means the condi-

tion of spontaneous splitting of electronic spins bands so that spontaneous magnetization develops

in metals.

A schematic condition for ferromagnetism in 3d transition metals is shown in Fig. 1.14. If

the Fermi level is crossing both spin up and down 3d bands such as in Fe, weak ferromagnetism

condition is achieved whereas strong band ferromagnetism is achieved if the Fermi level crosses only

minority spin bands such as in Co and Ni [11]. The magnetization of Fe is stronger than Co and

Ni because of its larger moment. The derivation of Stoner criterion is adopted from reference [19].

E E E

𝑔(𝐸) 𝑔(𝐸) 𝑔(𝐸)

𝐸𝐹 𝐸𝐹 𝐸𝐹

(a) (b) (c)

4 𝑠 4 𝑠 4 𝑠

3 𝑑 3 𝑑
3 𝑑

Figure 1.14 Fermi level in (a) a hypothetical transition metal before exchange splitting

(b) condition of a weak itinerant ferromagnetism where both majority and

minority spin bands are intersected by the Fermi level and (c) condition of

a strong itinerant ferromagnetism where only minority 3d-band is intersected

by Fermi level [11]
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In the second quantization theory, itinerant electron system in an external field B could be

expressed as

H =
∑
kσ

εk ˆnkσ + U
∑
j

n̂j↑n̂j↓ −
gµBH

2

∑
j

(n̂j↑ − n̂j↓) (1.76)

The last term in equation 1.76 accounts for the polarization of spin in an external magnetic field

H. Here n̂j↑ and n̂j↓ are the number of up and down polarized states out of total available states

n. If m is the average spin polarization, then the splitted spin densities are given as

< n̂j↑ >=
n

2
+m

< n̂j↓ >=
n

2
−m (1.77)

Then the total energy density of the system is given as

E(m) =

∫ εF−δ

0
εg(ε)dε+

∫ εF+δ

0
εg(ε)dε+ U(

n2

2
−m2)− gµBHm (1.78)

where

nσ =

∫ εF±δ

0
g(ε)dε =

n

2
± g(εF )δ =

n

2
±m (1.79)

with σ =↓ or ↑ and δ is the shift in energy bands edges from the Fermi level due to exchange

splitting. The energy shift due to polarization (as shown in Fig. 1.14) is evaluated as

∆E(m) = E(m)− E(o)

≈
∫ +δ

−δ
εg(ε)dε+ U(

n2

2
−m2)− gµBHm

= g(εF )

∫ +δ

−δ
εdε+ U(

n2

2
−m2)− gµBHm

≈ m2

g(εF )
− Um2 − gµBHm (1.80)

Where δ = m
g(εF ) . For the magnetization density M = g(εF )µBm the energy shift takes the form

∆E(m) =
M2

µ2
Bg(εF )

− UM2 − gµBHM (1.81)
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The minimization of the energy shift gives the susceptibility as

χ =
M

H
=
µ0µ

2
Bg(εF )

1− Ug(εF )
=

χP
1− Ug(εF )

(1.82)

where χP = µ0µ
2
Bg(εF ) is the Pauli susceptibility and the factor 1

(1−Ug(εF )) is called the Stoner en-

hancement factor. Here the Stoner enhancement factor 1
(1−Ug(εF )) enhancing magnetic susceptibility

which literally could be understood enhancing the exchange integral needed for the ferromagnetic

spin alignment. Assume a situation when the denominator of the susceptibility tends to zero such

as

1− Ug(εF ) = 0

Ug(εF ) = 1 (1.83)

provides a condition of diverging magnetic susceptibility called the Stoner criterion.

1.2.12 Magnetic anisotropy

The magnetic moment of a ferromagnetic system acquires a particular equilibrium direction to

minimize the magnetic free energy. This orientation could be easy axis, easy plane or any three

dimensional Heisenberg type magnetization. For permanent magnet applications, the anisotropy

should be strictly an uniaxial anisotropy. To readily identify the easy magnetization direction, sin-

gle crystalline samples are needed. The easy direction of magnetization saturates with a minimum

magnetizing field. To rotate the direction of spontaneous magnetization away from the preferred

direction (axial or planer), extra energy is needed which is called magnetocrystalline anisotropy

energy. The maximum energy of rotation of spontaneous magnetization falls at 90◦ of the preferred

direction (either axial or planer) in a uniaxial system. The hard axis makes 90◦ with the easy

axis. There exist several types of magnetic anisotropies such as magnetocrystalline anisotropy,

shape anisotropy, stress anisotropy and induced anisotropy. Among these anisotropies, the shape

and magnetocrystalline anisotropis are of greater importance for permanent magnet materials. The

shape anisotropy originates from the dipolar interactions of the moments and depends on the sample

geometry. The magnetocrystalline anisotropy, in general, is the largest in magnitude and originates
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from the spin orbit coupling effect. A crystal electric field effect (CEF) favours a particular orbital

of the magnetic system and magnetic moment acquires an equilibrium orientation [11]. However in

highly anisotropic ferromagnetic materials, CEF anisotropy contribution can be considered only a

perturbative correction due to its relatively small contribution in comparison to exchange interac-

tion. If the CEF effect is significant, then a noticeable anisotropy is observed in the paramagnetic

state as well as the magnetically ordered state. This effect is distinctly visible in susceptibility of

rare-earth based antiferromagnetic compounds such as TbNi2Ge2 [50, 51].

(i) Dipole-dipole interaction and shape anisotropy: A ferromagnetic material could be

considered as a crystal lattice of a magnetic dipole moment µi situated at site i. The magnetostatic

energy of this magnetic lattice structure could be estimated as

EM = −1

2

∑
i

µi · hi = −1

2

∮
M · hidτ (1.84)

where hi is the magnetic field at lattice point i due to all other magnetic dipoles [45]. The factor 1
2

is to account the repetition in counting and the summation is converted to integral for very large

number of magnetic dipoles along with volume element dτ . The magnetic field hi can be estimated

using Lorentz construction in which the ith dipole is considered to be situated at the center of a

small cavity with inside and outside (surface of the sample) dipoles [52, 45] as

hi = Hcavity +HL +Hd (1.85)

The field Hcavity is generated by dipoles inside the cavity. The Lorentz field HL = 4π
3 M is

created by magnetization at the surface of the cavity. The demagnetization field Hd is generated

by surface magnetization and is proportional to volume magnetization M as Hd = −NM [45, 12].

Here N is a tensor quantity related to crystalline structure.

Then the magnetostatic energy takes the form

EM = −1

2

∮
M · (Hcavity +HL +Hd)dτ (1.86)
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The magnetostatic energy due to Hcavity + HL terms is called dipolar crystalline anisotropy

which is proportional to square of magnetization (i.e., crystalline anisotropy ∝M2V , V being the

magnetic volume) and quantatively not important among all magnetic anisotropies [52]. Here the

M2 term is independent of direction which is main concern of anisotropy. The contribution due to

Hd term is called shape anisotropy. Finally, the shape anisotropy energy is given as

Eshape = −1

2

∮
M ·Hddτ

Eshape = −1

2

∮
M ·N ·Mdτ (1.87)

By accounting the tensor property of the magnetization, the the shape anisotropy is expressed

as [52]

Eshape = K2
shapesin

2θ (1.88)

where K2
shape is shape anisotropy energy density and θ is the angle between particular sample facet

and direction of magnetization. The quantity K2
shape is very complicated and can be analytically

calculated for regular shapes such as spheroids and cuboids. The simplest case is a uniformly

magnetized infinite sheet with magnetization direction perpendicular to plate. Using symmetry

analysis for the perpendicular magnetization, the demagnetization tensor for takes the form
0 0 0

0 0 0

0 0 1

 (1.89)

Then shape anisotropy energy density for an infinite plane sheet is 1
2µ0M

2
S in SI unit (2πM2

S in

CGS unit) [12, 52, 45].

(ii) Spin orbit interaction and magnetocrystalline anisotropy: The variation of mag-

netization of a material with crystallographic orientation is called magnetocrystalline anisotropy

property. The cause of large magnetocrystalline anisotropy is spin-orbit interaction [15, 14, 45].
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Figure 1.15 (a) Illustration of spin orbit interaction in e− rest frame of reference. (b)

Direction cosines of magnetization with crystallographic principal axes.

The crystalline anisotropy of a material is microscopically related with crystal structure (i.e., crys-

tal electric field). The rare earth elements are the good source of magnetocrystalline anisotropy

since the rare-earth elements exhibit large spin orbit interaction and the localized 4f electronic

orbitals which are less effected by crystal electric environment than d -orbital electron density. In a

given crystal field environment, if the unique axis (c-axis of tetragonal or hexagonal system) of the

crystallographic axis is surrounded by oblate electronic orbitals with large z-component of angular

momentum then the material will have uniaxial anisotropy where as the prolate nature tends to

provide a planer anisotropy [53].

The most of the magnetic properties of a ferromagnetic materials could be explained correctly

with non-relativistic quantum mechanics [52]. The relativistic effect is necessary to correctly ac-

count the anisotropic magnetic properties which is related to spin-orbit interaction in materials. In
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the electron rest frame of reference as shown in Fig. 1.15(a), the magnetic field
−→
B experienced by

electron is given by [52, 54]

−→
B = − 1

2mer

dV (r)

dr

~l̂
c2

=
2ξ(r)

µB
Ω̂M (1.90)

where

ξ(r) =
µB

2merc2

dV (r)

dr
(1.91)

is the radial average of the spin-orbit splitting constant which is function of Bohr magneton

(µB), electronic mass (me), velocity of light (c) and radial potential gradient (dV (r)
dr ). Ω̂M =

(sinθcosφ, sinθ sinφ, cosθ) is direction of the magnetic field experienced by electron.

To get the magneto-crystalline anisotropy formula in a convenient way, concept of magnetic

susceptibility
−→
M = χ

−→
B , here χ is a diagonalized tensor quantity, can be introduced as

ESO = −
−→
M ·
−→
B = −

−→
Bχ ·

−→
B (1.92)

For uniaxial systems (e.g., tetragonal, hexagonal and trigonal) the anisotropic susceptibility can

be expressed in terms of second rank matrix where two planer components are equal but the axial

component is different as

χ =


χa 0 0

0 χa 0

0 0 χc

 (1.93)

Then equation 1.92 takes the form

ESO = −(
2ξ(r)

µB
)2Ω̂Mχ · Ω̂M

or, ESO = −(
2ξ(r)

µB
)2(χa sin2θ + χc cos2θ)

ESO = −(
2ξ(r)

µB
)2[χc + (χa − χc) sin2θ]

ESO = K0 +K1 sin2θ (1.94)



www.manaraa.com

43

Where K0 = −(2ξ(r)
µB

)2χc is isotropic magnetic free energy and K1 = −(2ξ(r)
µB

)2(χa−χc) is magneto-

crystalline anisotropy. This formula forK1 shows that magnetocrystalline anisotropy is proportional

to the spin orbit interaction factor (2ξ(r)
µB

)2. If higher order of susceptibility and magnetization is

considered, higher order anisotropy constants are obtained as

ESO = K0 +K1 sin2θ +K2 sin4θ + ......... (1.95)

If all K1, K2 .. are all zeros, the system is isotropic. For uniaxial system, if K1 > 0 and K2 > −K1

then the unique axis is called easy axis magnetization (here c-axis). For a planer system, K1 > 0

and K2 < −K1 [52].

1.2.13 Domain theory

Intially, Weiss purposed that ferromagnetic substructures inside a bulk magnetic sample could

explain the net zero magnetization in a bulk ferromagnetic sample without mentioning the word

domain [55]. Soon after, these substructures with uniform magnetization and arbitrary orientations

inside a bulk ferromagnetic materials were identified as domains. Domain theory explains the

mechanism of formation of ferromagnetic domains, their refinement and their influence on the

magnetic properties of materials. Surface patterns of the ferromagnetic domains are observed using

image acquisition techniques such as Bitter decoration, magneto-optical techniques (Faraday and

Kerr effects) and various microscopy techniques (Lorentz and magnetic force). Domain theory uses

the available surface domain patterns and predicts the three dimensional domain structures which

minimizes the total magnetic energy of the system [55].

In a ferromagnet, the exchange interaction favors the parallel alignment of the spins so as

to minimize the total energy, thereby forming a single ferromagnetic domain. However, a bulk

ferromagnetic domain give rise to the magnetostatic energy which again raises the total energy. A

schematic diagram of magnetic poles formation in a bulk ferromagnetic sample is demonstrated in

Fig. 1.16(a) - (b). Fig. 1.16(c) shows that the direction of field lines outside the ferromagnetic sample

is opposing the magnetization direction inside the sample. These field lines could be considered
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Figure 1.16 Demonstration of the mechanism of formation of magnetic poles in a uni-

formly magnetized sample that are responsible for magnetostatic energy. (a)

A ferromagnetic sample showing the perfect alignment of the atomic magnet-

icmagnetic moments. (b) Coupling of the atomic magnets inside the magnetic

volume leaves only north pole in the upper end and the south pole in the lower

end of the sample (c) The magnetic field lines outside the magnetic volume

oppose the direction of magnetic moments inside. This could be considered

to be equivalent to the field lines inside the magnetic volume due to the vir-

tual magnetic poles localized at the end of the sample. This field is called

demagnetization field Hd (see chapter 2 for additional discussion.)

passing inside the bulk ferromagnet due to virtual monopoles created at the extermities of the

magnetized volume [12]. The competition between the exchange interaction and magnetostatic

energy drives the magnetic system in to a multiple domains structure so as to minimize the total

energy of the magnetic system [55, 20, 15, 12, 45]. This was the reason that, historically, steel or

Alnico magnets were fabricated into horse shoe or toroidal shapes so as to avoid the magnetostatic

demagnetization due to poles formation. There are several additional factors associated such as

magnetocrystalline anisotropy and magnetostrictive energies which play a vital role in shape and

size refinement of the domains and nature of domain walls.
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Figure 1.17 Free pole avoidance mechanism in a bulk ferromagnet. The primary domains

align parallel or antiparallel to the preferred direction of magnetization whose

poles are cancelled by triangular closure domains.

The dominant factor that controls the shape of the ferrromagnetic domains is magnetocrys-

talline anisotropy energy. Although the magnetostatic energy renders the ferromagnetic samples in

multi-domains, the exchange interaction inside a domain is minimum when all the spins inside the

individual domains point along the preferred direction. This is achieved by formation of multiple

large domains, also known as primary domains, aligned either parallel or anti-parallel to preferred

direction with the principle of avoidance of free pole formation [45] via closure domain as shown in

Fig 1.17 [20]. The principle of the avoidance of the pole formation requires the minimization of the

magnetostatic energy by attaining the minimum magnetic surface charge (M · n̂, n̂ being normal

to the magnetization surface) configuration in a ferromagnetic sample. A perfect pole avoidance

geometry is toroidal shape, however in a real sample the optimized closure domains minimize the

magnetostatic energy [45].
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The contraction or extension of the length of a ferromagnetic materials due to magnetization

is called magnetostriction [56]. The extension and contraction are called positive and negative

magnetostriction respectively. The magnetostriction influences all three major competing factors

namely exchange interaction, magnetocrystalline and magnetostatic energies. Generally, the change

in length is very small about tens of parts per million however magnetostriction is large enough to

deform the magnetic domains [20].

1.2.14 Domain walls

The competition between exchange interaction, magnetocrystalline and magnetostatic energies

prevails down to the boundary region between domains. So the ordering of the magnetic moments

within these boundaries is not abruptly changing as sketched in Fig. 1.17, rather there occurs a

gradual rotation of magnetization for sake of total energy minimization. These boundaries regions

between domains with gradually rotating magnetic moments are called domain walls.

In 180◦ rotation of magnetization in neighbouring domains, a domain wall is called Bloch wall

if the magnetization is rotating perpendicular to the domain wall. The width (δ) and energy (σ)

associated with Bloch wall are given as [12]

δ = π

√
A

K
(1.96)

and

σ = π
√
AK (1.97)

Here A = 2JS2 z
a is called stiffness constant [13] which is related with exchange integral J , number

of atom per unit cell z and lattice parameter a. K is magnetocrystalline anisotropy energy density.

If a magnetic materials forms a thin film, there is great reduction in in-plane shape anisotropy

and the magnetization gradually rotates within the domain wall called a Néel wall [20].

Similarly, there exist a sharp 90◦ rotation of magnetization in the closure domain as shown

in Fig. 1.17. In such 90◦ rotation of magnetization, the magnetization in a domain wall makes a

constant 45◦ angle both with wall-plane [20].
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Figure 1.18 Relation between B, H and M in the CGS unit. (a) Without demagnetization

effect correction (b) With demagnetization effect correction.

1.2.15 High performance permanent magnets

In the remaining subsections of this chapter, specific parameters needed for a ferromagnetic

material to be applicable for high strength permanent magnets are discussed. A high performance

permanent magnet is characterized by a large magnetization hysteresis loop and high Curie tem-

perature. A hysteresis loop is a five quadrant magnetization M(H) data set, or, equivalently, a

magnetic induction B(H) loop. Fig. 1.18 (both (a) and (b)) shows hysteresis loops for as-grown

single crystalline Ce0.86Ta0.06Co3.72Fe0.73Cu15.9 sample at 50 K. The details of the sample is dis-

cussed in Chapter 10. Figs. 1.18(a) and 1.18(b) show the relation between B and H without (a)
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and with (b) the demagnetization effect correction. The magnetic induction B and H are related

as B = µ0(H +M) in the SI or B = H + 4πM in the CGS unit, where M is the magnetization.

An enlarged, hypothetical, B(H) loop is shown in Fig. 1.19 to explain its various elements. The

magnetization slowly increases, linearly in the beginning, and then saturates in a sufficiently large

field as represented with point A. During the reversal of the field, as the magnetizing field decreases,

the induced magnetization does not follow the same path as it does in the first quadrant. When

the magnetizing field is reduced to zero, there is finite residual induced magnetization Br called

remanence. When the magnetizing field is increased in the reverse direction, the remanence con-

tinuously decreases and reduces to zero. The corresponding reverse magnetizing field HC is called

coercivity. The larger the coercivity and remanence, the better the energy product (BH)max which

is the maximum energy density that can be stored in a permanent magnet [57]. Mathematically,

(BH)max is the maximum square that can be inscribed in the second quadrant of the hysteresis

loop and the corresponding point (B0, H0) is called operating point of the permanent magnet.

The straight line joining operating point with the origin is called loadline or the demagnetization

line [58]. Upon further increasing of the magnetizing field, the magnetization saturates in an oppo-

site direction at point C. When the field begins to increase at point C, it again follows a different

path and produces the same negative remanence in the third quadrant and finally saturates at point

A again. In additional cycles, B-H curve follows the outer loop. If the sample is passed through

the magnetization loops of insufficiently large field to saturate, then the sample passes through a

un-optimized loop called a minor loop.

1.2.16 Magnetic hysteresis in domain theory viewpoint

The shape of the ferromagnetic hysteresis loop shown in Fig. 1.19 can be understood using

domain theory as illustrated in Fig. 1.20(a). Initially at point O, the ferromagnet is in net zero

moment condition. As soon as small field is applied, larger domains tend to form in the field

direction in expense of reverse domains [20]. The domain wall dynamic is reversible upto point A1

and no hysteresis is achieved.
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Bo
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Figure 1.19 Permanent magnet hysteresis loop.

On further increasing the field, domain walls tend to move and get pinned by imperfections such

as grain boundaries, impurities sites, dislocations and faults. Domains walls are pinned by imperfec-

tions as they neutralize the locally available magnetostatic energy as a result of free poles as shown

in Fig. 1.20(b). During this magnetostatic energy neutralization process, the domain wall forms

closure domains around the defect site as shown in Fig. 1.20(c). As the field is further increased,

the domain walls begin to move past the pining potentials via deformation of closure domains as

shown in Fig. 1.20(d). As coercive field is reached, the domain wall moves off and the closure do-

mains transform to spike domains as shown in Fig. 1.20(e) [20]. Finally, the magnetostatic energy

restores with the disappearance of the spike domains. Past the coercive field, the magnetization is

discontinuous due to domains boundary motion known as Barkhausen effect [12, 20].
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In a sufficiently large field, a saturation is obtained removing all the domain walls as indicated

in uniformly magnetized single domain magnet as shown in point A in Fig. 1.20(a). As the field

is removed it follows the reversible path down to saturation magnetization point A due to dipole

rotation triggered by demagnetization field. The demagnetization process becomes irreversible soon

after the field decreases below the saturation point since the demagnetization field can not overcome

the ferromagnetic domain pinning.

O H

(Saturation) AB

A1

+ + + +

- - - - - -

(a) (b) (c) (d) (e)

Figure 1.20 (a) Explanation of the hysteresis phenomena using domain theory (b) The +

and − symbols are used to represent the magnetostatic energy around a defect

in a permanent magnet. (c) When a domain wall moves through a defect, the

domain wall is pinned in the impurity creating local energy minimum around

the defect via closure domains formation [20]. (d) As the field makes the wall

to move further, the nature of closure domains deform (e) As the domain wall

passes by, the magnetostatic energy redevelops around the defects forming

spike domains [20]

1.2.17 Requirements of ferromagnetic materials to be useful permanent magnets

High flux permanent magnets design needs several fabrication steps after the identification of

potential ferromagnetic materials. The energy product is a complex function of above mentioned
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intrinsic magnetic properties and extrinsic properties such as microstructures development to gen-

erate significant domain pinning. Additionally, chemical stability of materials is also a key factor for

a permanent magnets. Depending upon the energy product of commercial magnets, there are two

major families of permanent magnets currently in use, namely rare-earth based high flux permanent

magnets which have energy product greater then 200 kJ/m3 and low flux Alnico and ferrites with

energy product as low as 38 kJ/m3[5].

With the sudden rise in the price of rare-earth elements, a family of magnets that could fulfill the

need for energy product in between low flux (e.g., Alnico and Ferrites) and critical rare-earth based

high-flux permanent magnets conveniently defined as “gap magnets” are drawing a considerable

amount of attention. To develop a potential gap magnet, we need to find ferromagnetic materials

with (i) high Curie temperature (at least greater than 550 K) (ii) high saturation magnetization

(at lease greater than 0.5 Tesla) and (iii) large uniaxial anisotropy (≥ 5 Tesla at room tempera-

ture) [11]. However, these criteria alone are not enough to get high flux permanent magnets. It

needs tremendous amount of research to develop a stable permanent magnet. For example, MnBi

has been identified as a potential rare-earth free permanent magnet material for a long time [59].

Still, no robust permanent magnet has been developed out of it due to stability and microstructures

development issues. To get new robust non-critical element-based permanent magnets, the starting

point is the identification of new uniaxial ferromagnetic materials with the above mentioned three

major intrinsic properties.
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CHAPTER 2. EXPERIMENTAL METHODS

2.1 Introduction

Exploratory material synthesis (both single and polycrystalline samples) combined with basic

characterization is a powerful technique for the discovery of novel materials. Such synthesis requires

an in-depth knowledge of the physical and chemical properties of the constituent elements as well

as their equilibrium states via phase equilibrium diagrams. However, the reported phase diagrams

sometime contain inaccuracies and may contain poorly explored or missing composition fields. In

exploratory synthesis, the existing phase diagrams can only provide necessary information for the

initial planning. In the next few paragraphs, I will discuss the basic concepts about binary phase

diagrams which are very useful in polycrystalline as well as high temperature single crystalline

solution growth techniques, in reference to a Ce-Co binary phase diagram [1].

The atomic percentage-temperature phase diagrams have their crucial importance in materials

synthesis strategies. In a binary phase diagram, the x-axis shows atomic percentages of the elements

and y-axis shows temperature. A recent version of Ce-Co binary phase diagram [1] is presented in

Fig. 2.1. Along the x-axis, pure Ce is at the far left while pure Co is at the far right. The blue color

on the top shows a high temperature region representing a homogeneous-liquid state (L). Around

24 and 33 atomic percentages of Co, the low melting composition points A and B are called eutetic

points as shown in Fig 2.1. The low melting temperature eutectic points’ compositions can be used

as a solvent (flux) in a crystal growth process.

All the vertical lines in the phase diagram represent elements or stoichiometric compounds. The

stoichiometric compounds melt either congruently or incongruently. For example, Ce24Co11 melts

congruently at 446 ◦C. In a congruent melting, a solid melts in the liquid of the same composition

without any decomposition. In contrast, in the incongruently melting the solid phase decomposes

into another compound (of different composition) and a liquid. All the compounds between CeCo2
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Figure 2.1 Ce-Co binary phase diagram taken from ASM International with permission

(phase diagram number 900624) [1]. The points A-K and M-Q presented in

red colours are the added points to facilitate the explanation of basic termi-

nologies in synthesis. Similarly the black colored arrows and red solid and

dotted straight lines are added to display the lever rule to estimate the atomic

percentages of the solid and liquid phases.
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and Ce2Co17 melt incongruently. In such compounds, a horizontal line corresponding to that

decomposition temperature which is called a peritectic line. The boundary between homogeneous-

liquid phase and mixed solid-liquid phase regions is the liquidus line such as segments AD and

BC. The solid horizontal lines are called solidus lines (e.g. FA, AG, and BH) which represents the

minimum temperature at which liquids are stable.

2.1.1 Sample preparation

In this thesis, most of the materials under study are synthesized in single-crystalline form using

high temperature solution growth techniques [2, 3, 4]. Single crystalline samples are required mainly

for the characterization of intrinsic anisotropic physical properties. Occasionally, poly-crystalline

samples were synthesized to initially verify the existence of the target compounds/chemical com-

positions via arcmelting and solid state reactions. In some functional materials, such as permanent

magnets, polycrystalline samples are required to obtain the desired properties through controlled

microstructure effects.

The phase diagram in Fig. 2.1 can be used to plan initial crystal growths. A case study of

heating and cooling of CeCo2 is discussed in this chapter. CeCo2 decomposes into CeCo3 and

a liquid at 1036◦C. Heating further, CeCo3 gradually dissolves into the liquid between 1036 and

about 1060 ◦C (the liquidus temperature). To make the complete dissolution of the decomposed

high melting phases, the best approach is to heat up the melt higher than melting point of the

decomposition generated new phases. In case of CeCo2, the growth was heated to 1200 ◦C so that

any possible high melting phases such as CeCo3 and Ce2Co7 will completely melt. However, there

should be no chemical reaction reaction between crucibles and growth materials at the highest

achievable temperature. The growth assembly holder such as amorphous silica ampoule and quartz

wool also should safely withstand up to 1200 ◦C so that this growth process becomes possible.

However, if we examine a CeCo2 solution upon cooling, it becomes a mixture of CeCo3 crys-

talline nucleates and and roughly Ce37Co63 composition liquid at 1036◦C. On further cooling of

the Ce37Co63 composition liquid, crystals of CeCo2 nucleate and become larger and larger as the
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cooling proceeds further down. In general, a slower cooling rate increases the chances of obtaining

larger crystals. As CeCo2 crystallize out, with further cooling, the liquid becomes richer in Ce and

finally reaches to roughly Ce66Co34 composition represented by point B. Upon further cooling, the

eutectic composition solidifies. The solidified eutectic composition contains solid compounds that

lie on the left and right of the eutectic point such as Ce24Co11 and CeCo2 in this case. Sometime,

eutectic compositions decompose into stripes of alternative phases as observed in Fe-Si eutectic

point [5]. The nucleation of CeCo3 crystal above the peritectic line at 1036◦C and CeCo2 below

it produces mixed phases crystals. In several experiments, mixed phase crystals were easily distin-

guishable using crystal morphologies. In some cases, the minority phase might reside as an inclusion

or nucleates on the surface of the majority phase crystals. Generally, the crystals with larger yield

is the majority phase and smaller yield is the minority phase.

As a second example, we can study CeCo3. If CeCo3 is heated up, it first decomposes into a

mixture of hex/rhom Ce2Co7 and a liquid (∼ Ce29Co71) at 1103 ◦C. On further heating to 1130 ◦C,

it forms a homogeneous liquid. While cooling down 1103 ◦C, it forms a mixture of about 40 and 60

atomic percentages of liquid and solid hex/rhom Ce2Co7 as mixed phases respectively. On further

cooling the remaining liquid it will crystallize out CeCo3 down to 1036 ◦C and the liquid phase

with the composition corresponding to point C. On further cooling the remaining liquid at point

C below 1036 ◦C, CeCo2 crystallizes out where the remaining liquid at the eutectic point gets

solidified ultimately as explained above.

To synthesize a single phase, single crystalline CeCo2 sample, we need to select a composition

that will intersect the liquidus line for CeCo2 below the peritectic line (e.g., line CI as shown in

Fig. 2.1).

To quickly estimate the proportion of the CeCo2 crystalline phase and existing liquid, the lever

rule can be used. To understand the lever rule, imagine a case of cooling down the liquid phase

of Ce50Co50 composition down to ∼ 600◦C represented by the line MN called a tie line. Assuming

the intersection point “O” of vertical line KP and horizontal line MN as a fulcrum of a lever, the

atomic phase fraction of solid (CeCo2) and liquid(∼Ce60Co40) phases are estimated as:
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Atomic % of CeCo2 = MO
MN ≈

10.0
26.5 = 37.60%

Atomic % of liquid Ce60Co40 = ON
MN ≈

16.5
26.5 = 62.40%

One can easily find out that the sum of the percentages of phase fractions is 100 in total. To show

a quick demonstration of the conservation of number of atoms, writing the composition of two

phases at 600 ◦C, we have the liquid phase of Ce60Co40 which provides 62.40% of its atoms and the

solid phase composition is CeCo2 = Ce33Co70 which provides 37.60% of atoms of the total atoms

to form Ce50Co50. Now adding up the fraction of the atomic percentages of both phases for each

type of atoms one can get: Ce60×0.624+33×0.376Co40×0.624+67×0.376 = Ce50Co50, the initial atomic

composition of the homogeneous melt.

An example of a solution growth using Ta-crucibles (CeCo2): CeCo2 single crystals

were grown to check the interaction of Ce and Co with Ta crucibles and to utilize it as an absorption

standard in energy dispersive x-ray spectroscopy (EDS) along with MgCo2 to quantify the compo-

sition of Ce3−xMgxCo9 solid solutions. Al2O3 crucibles are a common choice for a flux growth, but

they are unsuitable for some compositions including those with higher rare-earth concentrations. In

general, systems with greater than 10-15 atom% rare-earth attack the Al2O3 crucible at processing

temperatures forming complex metal oxides. This kind of reduction of metal oxide with reactive

metals is called thermite reaction which produces excessive heat during reaction. A Ta crucible

often hold up better in these cases.

The Co rich composition such as Co67Ce33 is not appropriate for single phase CeCo2 growth

since it has a relatively high melting temperature as well as it crosses a peritectic line at 1036 ◦C.

Any initial composition that contains less than 63 atom % of Co can be used for CeCo2 single crys-

tals growth to avoid the peritectic line during crystal growth. The larger the cooling temperature

window, larger the single crystals could be grown with a sufficiently slow cooling rate. However, the

crystals tend to inter-grow if the growth composition is very close to the crystal stoichiometry. As

a test case, the Ce50Co50 initial composition was used to synthesize cubic single crystalline CeCo2.

The Ce50Co50 starting composition was packed inside a sealed Ta crucible and growth ampoule was

formed as shown in Fig. 2.2. All the details of the Ta-crucibles assembly and ampule formation is
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Figure 2.2 Pictorial demonstration of high temperature Ta-crucible and growth ampule

preparation for the solution growth. (a) Four machined major parts of a pure

elemental Ta to prepare a Ta crucible. The millimeter grid on the background

provides information about the size of the parts. Small rectangular Ta-sheets

were machined in a cup shape using a hydraulic press. The middle lid is

pierced with a nail to make a strainer which separates flux and crystals during

centrifuging. (b) Ta crucible formed after sealing the bottom lid by electric

discharge melting under Ar-atmosphere (c) The Ta crucible with about 5 g of

Ce50Co50 growth materials at the bottom, strainer in the middle as shown with

red arrow and top sealed with another Ta lid with ∼10 psi Ar pressure in it.

(d) Glass bench connected with purging Ar and oxygen-hydrogen blow-torch

to soften the amorphous silica. (e) Ready to heat growth ampoule inside a 50

ml alumina crucible containing a Ta crucible inside an amorphous silica jacket

under 1
3 an Ar atmosphere

explained in the caption of Fig. 2.2(a) - (e). Thus prepared ampoule is passed through an appro-

priate temperature growth profile such that it is homogeneous liquid at the highest temperature

1200◦C. The ampule was held at 1200◦C around 10 h to allow sufficient time to dissolve Co in

the melt and cooled down to 600◦C for over 75 h. To separate crystals from the remaining flux a

centrifuge was used. The crystal growth temperature profile and crystals separation scheme using

centrifuge is shown in Fig. 2.3.
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into a furnace  which is 

ultimately centrifuged 

during the hold time

Figure 2.3 CeCo2 single crystal growth temperature profile and growth ampoule inside a

50 ml alumina crucible. During the hold time, the growth is quickly pulled out

of furnace and centrifuged within 3-5 seconds.

2.1.1.1 A survey on single crystalline samples synthesis methods

There are several bulk crystal growth methods which can be broadly classified as crystal growth

out of melts, solutions, vapours and solids [6, 7]. Among these methods, the Verneuli process is

considered one of the oldest method which successfully provide decent sized single crystals out of

the melt. The Verneuli process does not require a growth crucible which keeps the single crystals

free from contamination of sample from the crucible material. However, a possibility of a large

temperature gradient in Crucible free environment could generate large stress in the crystals. Sim-

ilar to Verneuli process, zone melting, Skull melting, and optical float zone growth processes do

not need growth crucibles. In contrast Bridgmann, Czochralski, and Kyropoulos techniques need

growth crucibles. Similarly, in the solid state single crystal synthesis, an appropriate annealing

or sintering method of micro-structured powder is adopted to enhance the single grain formation
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of desired compound by avoiding the multiple grains development in the matrix [8]. The solid

state single crystal synthesis method could be used to synthesize commercially useful, net shaped

single crystals or textured ceramics (e.g., sapphire, variants of ferroelectric perovskite BaTiO3 and

transparent neodymium-doped yttrium aluminum garnet) [8]. In a vapour transport method, a

volatile transport agent is used to decompose the target material into volatile components and

transport them to crystal growth region. In solution growth techniques, either low melting flux or

eutectic mixtures are used to dissolve the high melting elements to form the homogeneous growth

liquid which is later cooled down to crystallize the bulk crystals. A short summary of the major

single crystals synthesis techniques and comparison of the exploratory solution growth technique is

presented below.

Verneuli process: The Verneuli process is a flame-fusion growth process [9] out of melt in

which polycrystalline powder of the desired single crystal material is constantly dropped down to a

earthen very hot rod with help of O2 gas flow and the container vibration. The precursor powder

flowing with O2 is passed through a very hot channel (2000 ◦C) along with flow of H2 gas to maintain

the flame fusion condition. The powder grains melt to form small droplets and coalesce together

on the earthen crystal growth rod holding either a seed crystal or suitable substrate to support a

boule shaped single crystalline sample. The Verneuli process works best for the congruently melting

compounds. This method was widely used in production of artificial gem stones such as corundum

and spinels.

Czochralski process: In the Czochralski process, a growth rod containing a seed crystal is

pulled upward out of a molten, high-purity material under a controlled rotation rate, displacement

and temperature gradient. The Czochralski process also works best for the congruently melting

compounds. Most of industrial semiconductors like Si, Ge and GaAs single crystals are grown using

this method.

Bridgman process: In the Bridgman process, a crucible containing molten material is cooled

by moving it through a temperature gradient in a controlled fashion. This method provides low

cost single crystalline samples but works for selected congruently melting compounds.
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Optical float zone process: The optical float zone process uses a high intensity light source

and multiple curved mirrors to focus light to produce a molten zone in the crystal growth ingot [10].

This method is not often appropriate for metallic single crystal growth since metals are highly

reflective. Single crystallinity is achieved using seed crystal in the starting end of the crystal

holding rod [11]. The molten zone is gradually moved upward in a controlled fashion. In this

process, the possible contamination from the crucible is avoided by passing a ultra high purity

polycrystalline ingot through an appropriate temperature gradient zone. The size of the single

crystalline sample is often limited by surface tension of the molten material.

Vapour transport process: The vapour transport method is appropriate for the preparation

of the high quality crystals of compounds that contain volatile elements, or, in some cases for deeply

embedded compounds in a phase diagram, i.e. compounds with small or no exposed liquidus sur-

faces, or for compounds that undergo structural transitions on heating before melting (e.g., FeSe).

In the vapour transport method, nonvolatile precursors are decomposed into volatile components

and either self transported or transported with some transport agent to either hot or cold ends

of the growth tube, depending on energy balance and phase equilibria of the various components.

The temperature and pressure gradients are the major factors that controls the crystal growth

kinetics [12].

2.1.2 Solution growth technique

The solution growth technique is one of the oldest single crystalline sample growth technique.

A high temperature solution growth with a metallic flux is considered to be started by as early as

19th century when Henri Moissan attempted to grow artificial diamonds using Fe flux [13]. Instead

SiC was found to be synthesized also known as moissanite after his name. Slow cooling of high

temperature solutions was extensively employed in between 1950 and 1970 to produce several bulk

single crystalline samples [6]. Although the crystals are not large enough for many applications,

they are often sufficient for characterization of physical properties of new compounds. The major
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exploratory synthesis features that are available in solution growth techniques are summarized in

following points.

(i) Relatively small sample size makes the search cheaper. Solution growth can be carried out in

2 ml and 5 ml ceramic or refractory metallic crucibles and greatly reduce the price of search similar

to solid state reactions. Moreover, relatively simpler growth equipment (e.g., crucibles, ampoules

and furnaces) make the growth cheaper.

(ii) Confirmation of the homogeneous melt at highest temperature: At highest temperature,

the growth ampoule can be centrifuged decanting all the growth materials passing through the

crystal separator filter in the catch crucible without loss of growth materials, which can be easily

recycled if frit-disc crucible set is used for the flux growth [3]. The undissolved component can

be fractionalized out to start the new growth or the information could be used to identify the

appropriate composition for next crystal growth trails.

(iii) Easier crystal growth method for peritectic and volatile compounds: In the solution growth

technique, the peritectic decomposition temperature could be easily avoided by selecting the starting

growth composition that intersects liquids well below the peritectic line. For example, peritectic

decomposition range of CeCo2 could be avoided with a binary growth composition that contains

greater than 30 atomic percentage of Ce. Similarly in Fe5B2P [14], dealing with high vapour

pressure element P needs additional cautions. In our experiment, Fe and B powders were soaked

in the molten P and slowly heated up allowing the solid state reaction which avoids the excessive

boiling of P before it forms a homogeneous liquid with the reactants. This method is not possible in

crystal growth methods out of melts such as Czochralski, Verneuli, Bridgman and optical floating

zone process. A separate encapsulated chamber is necessary to generate the higher pressure than the

partial pressure of volatile component to avoid its evaporation. For example, a liquid encapsulated

modified Czochralski method is employed to deal with compounds containing a volatile or a high

vapour pressure element [15].

(iv) Correction of the existing phase diagrams and discovery of new compounds: The existing

experimental phase diagrams for various elements are only the suggestions of reality. The accuracy
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of every reported reactions depends on variables such as purity of elements, accuracy and sensitivity

of temperature probes, characterization probes etc. Solution growth provides quick verification

of, or correction of, the local segment of the phase diagrams with relatively small amount of

growth materials. Sometime it can reveal new compounds, probably peritectically forming, in phase

diagrams which even could have very small exposed liquidus region such as RCdx quasicrystals [16].

2.1.2.1 An example of fractionation of the melt in AlMn2B2 solution growth using

Canfield Crucible Sets

Traditionally, a single crystal solution growth is carried out in ceramic crucibles which lack a

ceramic filter. Often, the separation of crystals and flux was achieved by using a quartz wool plug

inside the catch crucibles [2]. This method sacrifices the flux which could be recycled for future

growths or used for successive growths to scan the phase diagrams. To overcome this limitation,

Canfield et al. have recently come up with a special crystal growth assembly known as a frit-disc

crucible set as shown in Fig. 2.4 in which a ceramic filter that fits well in between the growth and

the catch crucible [17]. These are sold by LSA Ceramics as Canfield Crucible Sets (CCS).

CCS are very useful for exploratory binary, ternary and even quarternary single crystals growth

using the solution-growth technique. In a CCS set, the frit and crucibles are so well aligned that the

fractionated melt could be reused and recycled for multiple growth attempts [3]. CCS were used

to grow AlMn2B2 single crystals out of the Al rich starting composition Al68Mn22B10 as explained

below.

Al shots (Alfa Aesar 99.999%), B pieces (Alfa Aesar 99.5% metal basis) and Mn pieces (Alfa

Aesar 99.9% metal basis) after surface oxidation cleaning as described elsewhere [18] were used for

the crystal growth process. We started with an Al rich composition, Al68Mn22B10, and arc-melted

it at least 4 times under an Ar atmosphere (mass loss less than 2%) to make sure the dissolution

of B in the melt. The button was then cut with a metal cutter and re-arcmelted if some unreacted

B pieces were found. After the button appeared to be homogeneous, it was packed in a fritted

alumina crucible set [17] and sealed under a partial pressure of argon inside an amorphous silica
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C a t c h  c r u c i b l e

F r i t

G r o w t h  c r u c i b l e

Q u a r t z  w o o l  b u f f e r  

Q u a r t z  w o o l  b u f f e r  

Figure 2.4 Left and middle: CCS on a millimeter grid. Right: Crystal growth ampoule

formed with growth materials loaded CCS under partial pressure of Ar. The

quartz wool at the top and bottom of the ampoule protects it from differen-

tial thermal expansion during heating and cooling and from mechanical shock

during centrifuging.

jacket to form a growth ampoule as shown in Fig. 2.4. The growth ampoule was then heated to

1200 ◦C over 2 h and soaked there for 10 h before decanting using a centrifuge. Due to the high

melting point of boron containing compounds, a single phase, homogeneous liquid was not formed

at 1200 ◦C. The undissolved polycrystalline MnB and Al-Mn binary compounds were separated

at 1200 ◦C via centrifuging. The catch crucible that collected the homogeneous melt fraction of

this initial step at 1200 ◦C was then again sealed in another fritted alumina crucible set under Ar

atmosphere to form second growth ampoule. This second ampoule was heated to 1200 ◦C over 2

h, held there for another 10 h and cooled down to 1100 ◦C over 50 h and spun using centrifuge to

separate the crystals. The second growth attempt produced a mixture of the targeted AlMn2B2

phase along with MnB crystals. To avoid this MnB contamination, the catch crucible of this second

growth step was used for a third growth and sealed again, as a part of CCS, under a partial pressure

of Ar. For this stage, to make sure there are no other nucleated crystals, the third growth growth

was heated to 1200 ◦C over 2 h and soaked there for 2 h. It was then cooled down to 1100 ◦C
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over 1 h and stayed there for 1 h followed by slow cooling to 990 ◦C over 120 h and centrifuged

to separate large, single phased AlMn2B2 crystals with dimensions as large as 4 x 2 x 0.1 mm3 as

shown in Fig. 2.5. The remaining flux, on the surface of the crystals, was removed via etching in

concentrated NaOH.

Figure 2.5 Fractionated melt flux grown, NaOH etched AlMn2B2 crystals

It should be noted that predominantly single phase AlMn2B2 crystals could be (and were)

grown in single growth attempt using initial Al84Mn8B8 composition however the crystals were

smaller than those shown in Fig. 2.5, due to multiple nucleation sites possibly due to tiny grains

of undissolved B.

2.1.3 Structural, composition and orientation characterizations

Powder x-rays diffraction: The most convenient technique to take a structural finger print of

materials is x-rays diffraction (XRD). The wavelength of x-rays naturally matches with the inter-

planer spacing (dhkl) between the lattice planes and x-rays are diffracted following the Bragg’s

law [19]

2dhkl sinθn = nλ (2.1)
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where (hkl) are the Miller indices of a diffraction plane, n is the order of the diffraction peak

and λ is the wave length of incident x-rays. The physical principle of x-rays diffraction is the

interference of coherent x-ray wave fronts diffracted from different layers of lattice of particular

inter-planer spacing dhkl. The constructive diffraction peaks are observed at particular angle 2θn

which provides a unique signature for a compound. By matching these diffraction patterns with

a vast collection of structural database, the structure and composition of the compounds can

be identified. With the known structure and powder diffraction pattern, the lattice parameters

can be extracted for the compounds using the Le Bail fitting of the pattern [20]. The powder

diffraction pattern is sufficient to study the structural aspects of solid solutions since they follow the

Vegard’s law, which states that the lattice parameter vary proportional to the concentration of the

dopant [21]. For all the compounds studied in this thesis, powder XRD was carried out using Rigaku

MiniFlex II diffractrometer in a Bragg-Brantano (θ − 2θ ) geometry. Besides lattice parameters

and particle sizes, Bragg-Brentano diffractrometer could be use to identify the crystallographic

orientation information of the single crystals and lattice parameter corresponding to plate like

facet [22]. The measured powder XRD patterns were analyzed using GSAS [23], EXPGUI [24] and

Fullprof [25] software packages.

Laue Diffraction: The Laue diffraction principle is exactly the same as the Bragg’s diffraction

except (i) it is a three dimensional diffraction and (ii) the x-ray is from a broad-wavelength source.

The Laue diffraction condition could be conveniently displayed in an Ewald sphere construction as

shown in Fig. 2.6. In the Ewald sphere, the center of the sphere is the real diffracting crystal, the

incident (ki) and diffracted (kf ) wave vectors are chosen to end up in the intersection of reciprocal

lattices points and the Ewald circle itself. In terms of vector notation:

−→
k i −

−→
k f =

−→
∆k =

−→
G (2.2)

When Laue back-scattered photographs are taken, we observe the projection of reciprocal lattice

points on the detector screen. Then the reciprocal lattice system is analyzed in combination with
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Figure 2.6 Schematic construction for an Ewald sphere. The incident x-ray beam is

diffracted elastically from a plane making a glancing angle θ with it. The

direct crystal plane OE is perpendicular to the reciprocal lattice plane CD.

intuitive symmetry analysis and using software packages such as Orient Express [26] and Laue

Clip [27].

To alternatively verify the Laue back-scattered results analysis, monochromatic x-ray diffraction

from the crystal surface in a Bragg-Brentano geometry [22] was employed in crystallographic orien-

tation characterization of ZrMnP, HfMnP [18], Ce3−xMgxCo9 [28], AlFe2B2 [29] and AlMn2B2 [30].

2.1.4 Electrical transport properties

Electrical transport is a key measurable quantity to identify materials temperature dependent

resistance properties and associated phase transition phenomena. It identifies whether a material is

a metal or an insulator. The resistivity of semiconductors exponentially increases with decreasing

temperature (ρ(T )semi ∝ eβ∆, β = 1
kBT

, where ∆ is the band-gap and kB is Boltzmann constant)

whereas it monotonically decreases for simple metals. The electrical resistivity of a typical metal

is associated with several scattering sources including a defect and impurity scattering term ρ0,

electron-electron scattering (ρel−el), spin-spin scattering in magnetic materials (ρS−S), interacting
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magnetic impurities in a nonmagnetic host known as Kondo scattering (ρKondo), and electron-

phonon interaction (ρel−ph) given as:

ρ(T ) = ρ0 + ρel−el + ρs−S + ρKondo + ρel−ph

(2.3)

The imperfection scattering term (ρ0) is temperature independent and can provide some basic

information about the sample quality. The base temperature residual resistance ρ0 and residual

resistivity ratio (RRR) R(300K)
R(2K) can provide initial insight about the purity of the material: the

higher the value of RRR, the better the quality of the material. The imperfection scattering term

ρ0 could be of the order of few µΩcm (e.g., generic metallic element can have ρ0 on the order of

0.1 - 1.0 µΩcm) The second term in equation 2.3 ρel−el is associated with Fermi liquid behaviour

which is proportional to T 2 (ρel−el = AT 2) [31]. In a Fermi liquid, electrons only around Fermi

level (EF ) can be excited with thermal energy (kBT ) with a scattering probability proportional

to kBT
EF

. The proportionality constant is given as A = ~
e2

k2
B

E2
F
lquad where ~ is Plank constant per

unit 2π, e is electronic charge and lquad is characteristic length scale for a material under study

which depends electronic density of states [31]. By fitting the experimental data within 0 − 12 K

temperature range, the magnitude of the coefficient A for V, Pt and Cu was reported to be 370,

110 and 3 fΩm
K2 respectively [32]. In most simple metals, then, this is very small term even at 4 K.

The spin spin scattering term ρs−S occurs due to scattering of conduction electrons due to

spins of bound electrons in magnetic ions. These magnetic ions electrons are interacting via ex-

change interaction in a magnetic material. The nature of conduction electron scattering depends

on whether these bound electrons are in paramagnetic regime or in an ordered state. At a high

temperature paramagnetic regime, there is inelastic spin scattering due to non periodic nature of

the spins. As soon as the magnetic ordering takes place, the scattering between the conduction

electrons and the bound spins becomes elastic [33] and the there is noticeable difference in conduc-

tion electron scattering. This difference in scattering becomes visible in terms of an anomaly in

electrical resistivity around paramagnetic to magnetic phase transition temperature of a magnetic

material via temperature derivative of resistivity dρ(T )
dT . The nature of the temperature variation
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of the spin-spin scattering term depends on the details of the magnetic order of the system. For

example, the spin-spin scattering term (ρs−S) for transition metal, itinerant ferromagnets exhibit

a T 2 behaviour due to inter-band spin-flip electron scattering by magnons in a low temperature

regime [34].

T (K)

𝜌
𝐾
𝑜
𝑛
𝑑
𝑜

T5

-|J|log(
𝑘
𝐵
𝑇

𝐷
)

Figure 2.7 Typical resistivity characteristics (the dotted line) associated with dilute local

moment magnetic impurities embedded in metallic hosts. The minimum in

the resistivity generally occurs around some low temperature (e.g. 10 K for

CeB6 [35]) where the Kondo contribution (proportional to - |J |logkBTD [36])

and electron-phonon term (proportional to T 5) intersect each-other.

For a material with very dilute randomly substituted local moment magnetic impurity ions

in a nonmagnetic metallic host such as lightly Mn doped Cu, the resistivity increases with the

decreasing temperature as a result of incoherent electron scattering known as Kondo scattering

effect. In the Kondo scattering effect, Kondo singlet state is formed between local moment and

conduction electrons as the temperature is reduced [37, 38]. Using the second order perturbation in

impurity ion and conduction electron interaction Hamiltonian, Kondo derived the high temperature

(sufficiently higher than Kondo temperature TK) resistivity of the system (ρm) which is proportional

to cubic power of antiferromagnetic contact interaction (J) [37], density of states in Fermi level

(ρF ) and logarithmic proportional to temperature as
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ρm = A|J |2S(S + 1)[1− |J |ρF log
kBT

D
] (2.4)

where A is proportionality constant, S is the impurity spin and D is the cutoff corresponding to

conduction bandwidth [37] related to Kondo temperature TK by following relation

kBTK = D exp(− 1

|2JρF |
) (2.5)

The above formula can also be expressed in terms of T
TK

ratio as

ρm
ρ0
∝ −log

T

TK
(2.6)

Because of the negative exchange integral J for an antiferromagnetic type coupling, the re-

sistivity of Kondo impurity system decreases with increasing temperature which competes with

low temperature electron-phonon contribution (T 5) to produce a shallow minimum in the resistiv-

ity [39]. A schematic of temperature characteristics of inelastic Kondo resistivity is presented in

Fig. 2.7. However, if the concentration of magnetic impurity is increased in a metallic host so as

to form a periodic Kondo singlet lattice, then the material behaves as a periodic system again and

the resistivity will decrease as T 2 Fermi liquid behaviour as in a heavy fermion compounds such

as CeCu6 [35] and CeCoIn5 [40] before they undergo phase transitions, if any, at low temperature.

Although, all the materials studied in this thesis were magnetic materials, they had Kondo tem-

peratures that were effectively zero and therefore no Kondo like resistivity features were observed

in their resistances. The discussion of the Kondo effect does help in understanding of the origin

and nature of spin scattering in magnetic systems. One can find the additional information about

Kondo lattices phenomena in these two references and more references there in [37, 41].

Finally, the last term ρel−ph term is associated with the scattering of electrons with lattice

vibration quanta known as phonons. The electron phonon scattering contribution is proportional

to T well above the Debye temperature and T 5 at low temperature. In a combined form, the
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electron phonon scattering contribution is given by the Bloch-Grunisen formula as

ρel−ph = B(
T

ΘR
)5

∫ ΘR
T

0

x5

(ex − 1)(1− e−x)
dx (2.7)

where B is a proportionality constant and ΘR is the Debye temperature [42]. At very high tempera-

ture until melting, the resistivity becomes constant as soon as mean free path of electron scattering

saturates [19].

Figure 2.8 Schematic diagram of four-probe resistance measurement. The outer platinum

leads I+ and I− provide current and inner platinum leads V+ and V− collect the

voltage from the uniform current flowing region of the sample. The resistivity

at a given temperature is determined as ρ(T ) = R×b×t
l where l is length of

sample between voltage leads, b is breadth and t is thickness of the resistance

bar.

To measure an electrical resistance of single crystalline samples, traditional four-probe resistance

bars were prepared and temperature dependent electrical resistance was measured using an ac

resistance bridge LR 700 (1 mA excitation current with f = 17Hz). A Quantum Design (QD)

Magnetic Property Measurement System (MPMS) was used for the temperature control and the

data acquisition purposes.
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A schematic block diagram for a four probe sample arrangement is shown in Fig. 2.8. A

polished sample bar is connected with four Pt wires to construct a resistance measurement assembly.

The inner Pt wires are the voltage leads and outer wires are current leads. For the connection,

silver paint, or epoxy, was used. These contacts generate the contact resistance in each lead. In

each experimental assembly, the contact resistance was less than 2 Ω. The contact resistance is

detrimental to the resistivity measurement since it can locally generate Joule heating effect(H =

I2R).

2.1.5 Magnetic properties measurements

In chapter 1, several microscopic concepts of magnetization were discussed. Experimentally, a

magnetizing field (H) is applied and induced magnetization (M) is measured as a moment per unit

mass or volume. The magnetic susceptibility of a material is defined as:

χ = lim
H→0

dM

dH
(2.8)

There are five major sources of magnetic susceptibility as: (i) Core diamagnetism (χcore) (ii)

Pauli paramagnetism (χPauli) (iii) Landau diamagnetism (χLandau) (iv) Van Vleck paramagnetism

(χVV) and (V) Curie-Weiss (χCW) susceptibility i.e.,

χT = χcore + χPauli + χLandau + χVV + χCW (2.9)

The susceptibility of a material is either dominated by one of the above types or the combined

effect of multiple types of susceptibilities.

The initial three types of susceptibilities are roughly temperature independent if there is no

phase transition over the temperature ranges commonly measured (T ≤ 300) K or even higher

temperature ranges (T ≤ 1000 K). The core diamagnetism is associated with completely filled

electronic states and these states tend to oppose the magnetizing field via Lenz’s law. The core

diamagnetic susceptibility is a characteristic constant for a material and proportional to effective
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atomic number times the average square of electronic orbital radius (Zeff < r2 >) [36] (see deriva-

tions in subsections 1.2.4 and 1.2.6). The Pauli paramagnetic susceptibility is a small temperature

independent positive term associated with the magnetization of conduction electrons. It is propor-

tional to electronic density of states in the Fermi surface (g(EF )) and given as χPauli = µ2
Bg(EF )

(see derivation in section 1.2.13). The Landau diamagnetism is associated with the orbital motion

of conduction electrons around the axis of the external magnetic field. The conduction electronic

states are quantized in cylindrical tubes like states (degeneracy p = 2eφ
h ) known as Landau levels, φ

being the magnetic flux through the system [36]. Of course, these completely filled Landau levels

contribute toward the diamagnetic susceptibility given as

χLandau = −(
me

m∗e
)2χPauli

3
(2.10)

where χPauli = µ2
Bg(EF ). me and m∗e are free and effective electron masses respectively [36].

The Van Vleck susceptibility (χVV) becomes temperature independent in the low temperature

regime due to the narrowly separated excited states (kBT << ∆ even at low temperature) with

the singlet ground state [43]. In such a situation, the total effective angular momentum number

J becomes zero only at low temperature such that ∆ ∼ kBT<J>=0. This situation could be

originated from one electron less than half field magnetic ions such as Eu3+ or Sm+2 or crystal

field detected singlet ground state with narrowly separated excited states as in a Pr compound [44]

(see explanation in section 1.2.7). From an experiment point of view, one can identify the Van

Vleck susceptibility if it is temperature independent at low temperature, then exhibits Curie-like

crossover at higher temperature.

Finally, the susceptibility associated with local magnetic moments, which has thermal energy

greater than ordering energy kBT > J , that decays inversely with temperature is called Curie

susceptibility given as

χ(T ) =
N

V

g2µ2
B

3

J(J + 1)

kBT
(2.11)
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where C = N
V
g2µ2

B
3

J(J+1)
kB

is called Curie constant (see derivation in section 1.2.7). The modification

of the temperature dependence of the susceptibility with exchange interaction is called Curie-Weiss

susceptibility modified as χCW = C
T±θ , θ being the Weiss temperature. Additional details in χCW

is explained in section 1.2.8 in the discussion of mean field theory.

The magnetic property of a material depends upon the resultant effect of all kinds of the suscep-

tibilities. A Pauli paramgnetic material is characterized with a positive temperature-independent

magnetic susceptibility meaning that the conduction electrons spins are playing dominant role in

its magnetism. Elemental Cu is diamagnetic despite its unpaired 4s1 electron. This is the result of

the core diamagnetic contribution exceeding the Pauli paramagnetic susceptibility. Similarly, the

diamagnetism of Bi is explained with the larger Landau diamagnetic contribution than its Pauli

paramagnetic counterpart due to its small effective mass m∗e = 0.01me [36]. The Curie susceptibility

of the noninteracting local moments decreases inversely with temperature.

Ferromagnetism is characterized by the evolution of spontaneous magnetization below Curie

temperature. The magnetic susceptibility in terms of initial slope of magnetization can not be

defined in case of ferromagnetism.

To measure a sample’s magnetization, a Quantum Design MPMS was used in the temperature

range 1.8 - 300 K. In a MPMS, liquid helium was used as a cryogenic medium with a boiling

temperature of 4.2 K. To reach the 1.8 K temperature, the sample chamber is pumped down to a

lower pressure [46]. The polycrystalline and needle-like single-crystalline samples were mounted in

and between clear, uniform straws as shown in Fig. 2.9(a)-(c) and attached to the MPMS sample

rod with help of a dental floss. For plate like samples, either teflon (not preferred) or an acrylic

disk was used to support the sample for the measurement of magnetization perpendicular to plates,

as shown in Figs. 2.9 (c) and (d). Whenever disc mounting was used (Fig. 2.9 d), background

magnetization was subtracted if the magnetization was found to be sufficiently weak. The best

result of the background subtraction is obtained if the magnetization of the disc is obtained for

the same measurement sequence for the sample. Otherwise, additional numerical interpolation is

necessary.
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(a) (b) (c) (d)

Figure 2.9 MPMS sample mounting using plastic straws and teflon tape and mounting

disc. (a) One longer intact straw and two laterally oneside opened straws along

with needle like magnetic sample (b) mounting of needle-like samples in the

layers of one side opened straws and inserted inside the longer intact straw

followed by teflon taping on the lower end (c) mounting the needle like samples

to measure the magnetization perpendicular their length (d) Schematic of a

cuboid sample on the mounting disc inside the straw.

A Quantum Design physical property measurement system (PPMS) VersaLab vibrating Sample

Magnetometer (VSM) was used to measure the magnetization in the 50 - 1000 K range. A VSM

that could generate 3 Tesla magnetic field using NbTi superconducting solenoid with 20 A current

was used in these measurements [47]. It uses a compressed helium gas cryocooler to cool down to

the operating temperature of the superconducting magnet (∼ 4K) and the sample chamber (down

to 50 K). The VSM incorporates either a standard option (50 - 400 K) or an oven option (300

- 1000 K) mode as shown in Fig. 2.10 (a) - (c). The sample holder of the oven option mode is

connected to electric heating circuit whereas standard option does not require heating assembly.

High temperature magnetization measurement uses a platinum thin film heater stick [47] and Zircar

alumina cement is used to mount the magnetization measurement sample on the heater stick.

Polycrystalline chunks or naturally flat faced samples can be readily mounted. Single crystalline
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Figure 2.10 VSM (a) oven option port (b) sample mounting rods with heater stick for the

oven option, semicylindrical flat glass rod and half-brass tube for the standard

option (c) picture of a complete VSM standard option mode setup along with a

QD cryocooler on the right, Images c© 2019, Quantum Design, Inc. (included

with permission) [45].

samples were cut or polished in cuboid shapes so that (i) they could be properly mounted on the

platinum heater stick using Zircar cement and (ii) the associated demagnetization effect could be

appropriately accounted for. The desired alignment of the prismatic samples was often achieved

on the heater stick under a microscope. The mounted sample on the heater stick was covered with

approximately one inch long copper foil to avoid the radiation loss and reduce the temperature

gradient between platinum heater and top surface of the sample.

The sample rod installation process was done as quick as possible so that contamination of

sample chamber with atmospheric dust and moisture could be avoided. Similarly, proper sealing

of the various O-rings could reduce the diffusion of the moisture and atmospheric gases in the

cryocooler cycle. Attaining the required high vacuum for the oven option is the most challenging
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job in the oven option application. This could be achieved relatively easier if the sample chamber

and O-rings are regularly cleaned and O-rings are properly greased with a high vacuum grease.

Inside the cryocooler compression cycle, a charcoal chamber is used to absorb the diffused gases.

When the charcoal is saturated with permeated gases, it should be heated to high temperature to

remove the trapped gases. This process is called regeneration [47].

In the standard option, GE varnish, permabond, loctite glue, teflon tape and Kapton tape

were used to to mount the samples. The background correction were employed if found necessary

(greater than 2% difference). A lot of additional relevant information of sample mounting could be

found in the QD application note 1096-306 [48].

2.1.5.1 Spontaneous Magnetization determination

The spontaneous magnetization well below the Curie temperature was determined by the lin-

ear fit of the saturated high-field-magnetization data as shown in Fig. 2.12 (MS ∼ 24µB/f.u.

for Sm2Co16.69Ta0.31 at 2 K). In this diagram, the Y-intercept of linearly fitted red line for the

horizontal magnetization section of the c-axis magnetization provides the spontaneous magnetiza-

tion. The spontaneous magnetization for the easy axis magnetization and saturation magnetization

are approximately equal at sufficiently low temperature in comparison to the Curie temperature

of the sample. Additional examples and explanation of spontaneous magnetization determina-

tion can be found in the references [28, 49]. The spontaneous magnetization near the critical

region i.e. in the vicinity of transition temperature was determined using the Y-intercept of the

Arrott plot or Hint
M vs M4 [50, 29]. The Hint

M vs M4 graph becomes essential when the Arrott

plot are not straight enough to provide an unambiguous Y-intercept. Generally, Arrott plots are

straight lines only for ideally mean field ferromagnets. The spontaneous magnetization is useful

for estimation of Curie temperature using the power laws fitting such as generalized Bloch law

(M(T ) = M(0)[1− ( TTc )
3
2 ] ) [51] and the estimation of the maximum theoretical energy product of

permanent magnets [(BH)max =
M2

S
4µ0

] [52].
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Figure 2.11 Demonstration of the mechanism of formation of magnetic poles in a uniformly

magnetized sample that are responsible for magnetostatic energy. (a) A fer-

romagnetic sample showing the perfect alignment of the atomic magnetic mo-

ments. (b) Coupling of the atomic magnets inside the magnetic volume leaves

only north pole in the upper end and the south pole in the lower end of the

sample (c) The magnetic field lines outside the magnetic volume oppose the

direction of magnetic moments inside. This could be considered to be equiva-

lent to the field lines inside the magnetic volume due to the virtual magnetic

poles localized at the end of the sample. This field is called demagnetization

field Hd.

2.1.5.2 Demagnetization factor determination

The origin of demagnetization effect in ferromagnetic sample is the shape anisotropy which exists

due to the magnetostatic field of magnetic poles located on the extremities of a magnetized sample

as shown in Fig. 2.11(a) - (c) for a rectangular sample. The magnitude of the demagnetization field

inside a ferromagnetic sample can be understood using the second Maxwell equation

∇.B = 0 (2.12)
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Figure 2.12 Determination of an anisotropy field at 2 K using an extrapolation of magne-

tization data for Sm2Co16.69Ta0.31. The magnetic field corresponding to the

intersection of extrapolation of higher field magnetization data of easy and

hard axis magnetization is the anisotropic magnetic field (∼ 17.5 T). The

demagnetization field Hd = |NM | could be read from the easy axis magneti-

zation data around 1 T field. The inset shows the polished sample to facilitate

the dimensions measurement to calculate demagnetization factors [53].

Since B = µ0(H +M)

∇.µ0(H +M) = 0

∇.H = −∇.M (2.13)

Though B is solonoidal i.e. perfect dipolar, H is not. The magnetic monopoles are required

to satisfy the equation 2.13. Experimentally magnetic monopoles are not detected yet. Hence the

free end of the sample acts as magnetic poles as demonstrated in Fig. 2.11(c). The magnetostatic

field (demagnetization field Hd) of these magnetic poles oppose the magnetic field lines inside the

sample volume and is proportional to net magnetization i.e.,
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Figure 2.13 Low temperature easy axis Arrott plot of Sm2Co16.69Ta0.31 to estimate the

experimental demagnetization factor. The x-intercept of M2 vs H
M for H

= 0 provides the demagnetization factor NC = 0.7. The inset shows the

corresponding M(H) data.

Hd ∝ −M

∴ Hd = −NM (2.14)

Here N is the proportionality constant also known as demagnetization tensor. This relation

is strictly valid for the spheroidal samples in which demagnetization field in all directions. If this

relation is used for the prismatic samples, it is assumed that the demagnetization field is the average

within the whole geometry. In matrix form the demagnetization field can be expressed as

(Hd)i = −
∑
ij

NijMj (2.15)

The off diagonal elements of demagnetization tensor could be reduced to zero if an external

magnetic field is applied parallel to the principal axes of the regular shaped magnetic samples.
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N =


Nx 0 0

0 Ny 0

0 0 Nz

 (2.16)

The trace of diagonalized tensor satisfies a relation Trace (Nij) = D(r) [54] where D(r) is called

a shape function. The shape function is defined as

D(r) = 1 inside the sample

D(r) = 0 outside (2.17)

The shape function takes the unity value under certain assumptions such as the demagnetization

effect depends only on the sample geometry and magnetization is uniform throughout the samples.

However, the problem of demagnetization requires further studies. For example, the magnetization

inside the most of the experimental samples is nonuniform, specially it varies appreciably near the

sharp sample boundaries. The demagnetization factors also depend on the permeability of the

samples [55].

Throughout this thesis, we estimated the approximate demagnetization factors that accounts

only the major shape effect of demagnetization for the measured samples (which were cut and pol-

ished into the prismatic shape of known dimensions) using the micromagnetic approach as outlined

by Aharoni [53]. To better track the demagnetization factors in different directions, measurements

samples were polished in a regular parallelepiped shapes often with facets parallel to principle crys-

tallographic planes as shown in the upper left inset of Fig. 2.12. The easy axis demagnetization

effect is independent of temperature as shown in Fig. 2.13. This behaviour is manifested in the

overlapping of the easy axis Arrott plot isotherms at low temperature and helps to experimentally

determine the easy axis demagnetization factor Neasy (NC in case of Sm2Co16.69Ta0.31) [14]. Once

Neasy is determined, the square shaped sample provides a guide line to calculate the demagnetiza-

tion factor as Nother axis =
1−Neasy

2 on the basis of the formula NA +NB +NC = 1 [36].
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Finally, the demagnetization effect is corrected by determining the internal field in the sample:

Hint = Happlied −N ∗M (2.18)

where N is the demagnetization factor and M is the magnetization.

2.1.5.3 Anisotropy field determination

A anisotropy field is the magnitude of the field which saturates the hard axis magnetization. An

example of the anisotropic field determination for Nd2Fe14B by Bolzoni et al. clearly demonstrate

how to get the anisotropy field if sufficiently large magnetizing field is applied [56]. In case of very

large anisotropy and unavailability of large enough field, extrapolation of the magnetization to esti-

mate the anisotropy field was adopted in various systems including Ta substituted Sm2Co16.69Ta0.31

as shown in Fig. 2.12. This extrapolation method generally provides a minimum estimate of the

anisotropy field since the extrapolation for the hard axis magnetization is often started from the

higher slope region. In an uniaxial system, the first anisotropy constant can be estimated using the

anisotropy field Ha and saturation magnetization MS as K1 = Ha∗MS
2 which is technically the area

between the easy and hard axis magnetization curves in the first quadrant as shown in Fig. 2.12.

2.1.5.4 Anisotropy Energy density determination

The magnetocrystalline anisotropy energy (MAE) for a single crystalline sample is expressed in

equation (1.73) plus the Zeeman term provides the total MAE of a single crystalline sample in an

external magnetic field H as [57]:

EMAE = K0 +K1 sin2θ + K2 sin4θ + .........+ MS H cos(
π

2
− θ) (2.19)

where MS is the saturation magnetization and θ is the angle between easy axis and magnetization

direction. π
2 − θ is the angle between hard axis and magnetization. In an equilibrium, total MAE

remains uniform i.e.

∂EMAE

∂θ
= 0⇒ 4K2 sin3θ cosθ + 2 K1 sinθ cosθ = MS H cosθ
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Using sinθ = M⊥
MS

we get,

H

M⊥
=

2K1

M2
S

+
4K2

M4
S

M2
⊥ (2.20)

This equation is famous Sucksmith-Thompson equation to estimate the MAE. The intercept of the

equation 2.20 determines the anisotropy constant as Intercept = 2K1

M2
S

and slope = 4K2

M4
S

. After the

proper demagnetization correction, Sucksmith-Thompson equation 2.20 takes the form:

Hint

M⊥
=

2K1

M2
S

+
4K2

M4
S

M2
⊥ (2.21)

For the easy axis isotherm, Sucksmith-Thompson relation takes a form [57]:

Hint

M‖
=

2(K1 + 2K2)

M2
S

+
4K2

M4
S

M2
‖ (2.22)
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3.1 Abstract

Single crystals of Fe5B2P were grown by self-flux growth technique. Structural and electrical

and magnetic anisotropic properties are studied. The Curie temperature of Fe5B2P is determined to

be 655±2 K. The saturation magnetization is determined to be 1.72 µB/Fe at 2 K. The temperature

variation of the anisotropy constant K1 is determined for the first time, reaching ∼ 0.50 MJ/m3

at 2 K, and it is comparable to that of hard ferrites. The saturation magnetization is found to

be larger than the hard ferrites. The first principle calculations of saturation magnetization and

anisotropy constant are found to be consistent with the experimental results.

Keywords: single crystal, magnetization, demagnetization factor, Arrott plot, transition tem-

perature, anisotropy constant

3.2 Introduction

The existence of the ternary Fe5B2P phase was first reported in 1962[1, 2]. The first reference

reported the detailed structural information and the Curie temperature for the Fe5B2P phase.The
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second reference reported the structural details using X-ray and chemical analysis. Its structural

prototype is tetragonal Cr5B3 with the space group Dls
4h − I4/mcm. The Curie temperature was

reported to fall between 615 K to 639 K, depending upon the B content. In 1967, another study

reported a Curie temperature of 628 K and a saturation magnetization of 1.73 µB/Fe [3]. The

Fe5B2P phase was also studied using Mössbauer spectroscopy and X-ray diffraction in 1975 [4].

In addition to confirming the Curie temperature range as well as the average saturation magnetic

moment per Fe atom, the Mössbauer study identified the average moment contributed by each of

the Fe lattice sites in the Fe5B2P unit cell. The Fe(2) (or 4c) sites contribute 2.2 µB/Fe. The Fe(1)

(or 16l) sites contribute 1.6 µB/Fe. The average extrapolated moment of the both sites at 0 K was

reported to be 1.73 µB/Fe.

Fe5B2P is specifically interesting as a possible high transition temperature, rare earth free,

hard ferromagnetic material. Given that all prior work on Fe5B2P was made on polycrystalline

samples, we developed a single crystal growth protocol, measured thermodynamic and transport

properties of single crystalline samples, and determined the magnetic anisotropy of this material.

The anisotropy constant K1 is positive, indicating that the c axis is the easy axis of magnetization,

and has a comparable size and temperature dependence as hard ferrites such as SrFe12O19 and

BaFe12O19.

3.3 Experimental Details

3.3.1 Crystal growth

As part of our effort to search for new, or poorly characterized ferromagnetic compounds, we

have developed single crystal growth protocols for transition metal rich, chalcogenide and pnictide

binary and ternary phases. In a manner similar to some of our earlier transition metal - sulphur

work, [5, 6] we started by confirming our ability to contain Fe-P binary melts in alumina crucibles

sealed in amorphous silica ampules. As outlined by Canfield and Fisk [7] and Canfield, [8] sealed

ampoules were decanted after slow cooling by use of a centrifuge. Crucibles with alumina filters

[9, 10] were used to allow assessment and even reuse of the decanted liquid. For this experiment, a
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Figure 3.1 A schematic assembly of the crystal growth ampoule.

mixture of freshly ball milled iron powder and red phosphorous lumps were placed in an alumina

crucible in an atomic ratio of Fe : P = 0.83 : 0.17. A homogenous liquid exists at 1060 (i.e. there

was no crystal growth upon cooling from 1200 to 1060 and all of the material decanted). For

similar temperature profiles, an initial melt of Fe0.86P0.14 lead to the growth of dendritic Fe whereas

for initial melts of Fe0.81P0.19, Fe0.79P0.21 and Fe0.77P0.23 faceted Fe3P was grown. These data are

all consistent with the binary phase diagram [11] and indicate that the Fe-P binary melt does not

have a significant partial pressure of phosphorous and does not react with alumina.

Figure 3.2 (a) The acid etched single crystals image of Fe5B2P (b) Laue pattern along the

hard axis [100] and (c) Laue pattern along the easy axis [001] of magnetization.

After some optimization, an initial stoichiometry of Fe72P18B10 was used to grow single phase

Fe5B2P plates. Ball milled Fe (Fe lumps obtained from Ames lab), red phosphorous lumps (Alfa

Aesar, 99.999% (metal basis)), and crystalline boron pieces (Alfa Aesar, 99.95%) were placed in an
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alumina crucible / filter assembly, sealed in a partial pressure of Ar in an amorphous silica tube

(as shown schematically in figure 3.1). The ampoule was heated over 3 hours to 250 , remained

at 250 for 3 hours, heated to 1200 over 12 hours, held at 1200 for 10 hours, and then cooled to

1160 over 75 hours. After cooling to 1160 the ampoule was decanted using a centrifuge and plate

like single crystals of Fe5B2P could be found on the growth side of the alumina filter. In order to

confirm that the growth of crystals took place from a complete liquid, we decanted one growth at

1200 , instead of cooling to 1160 , and indeed found all of the material decanted.

After growth, single crystals were cleaned by etching in a roughly 6 molar HCl solution. Fig-

ure 3.2(a) shows a picture of the etched single crystals.

3.3.2 Physical properties measurement

The crystal structure and lattice parameters of Fe5B2P were determined with both single crys-

tal and powder x-ray diffraction (XRD). The crystal structure of Fe5B2P was determined from

single-crystal XRD data collected with the use of graphite monochromatized MoKα radiation

(λ = 0.71073 Å) at room temperature on a Bruker APEX2 diffractometer. Reflections were gath-

ered by taking four sets of 360 frames with 0.5◦ scans in ω, with an exposure time of 25 s per frame

and the crystal-to-detector distance was 5 cm. The measured intensities were corrected for Lorentz

and polarization effects. The intensities were further corrected for absorption using the program

SADABS, as implemented in Apex 2 package [12].

For powder XRD, etched single crystals of Fe5B2P were selected and finely powdered. The pow-

der was evenly spread over the zero background single crystal silicon wafer sample holder with help

of a thin film of Dow Corning high vacuum grease. The powder diffraction pattern was recorded

with Rigaku Miniflex diffractrometer using copper Kα radiation source over 8.5 hours (at a rate of

3 sec dwell time for per 0.01◦ to cover the 2θ value up to 100◦).

To identify the crystallographic orientation of the single crystal plates, Laue diffraction patterns

were obtained using a Multiwire Laboratories, Limited spectrometer. The resistivity anisotropy
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data were measured in a four-probe configuration using a Quantum Design Magnetic Property

Measurement System (MPMS) for temperature control and the external device control option to

interface with a Linear Research, Inc. ac (20mA, 16 Hz) resistance bridge (LR 700). To make the

resistivity anisotropy data more reliable, resistivity bar for both [100] and [001] axes were taken

from the same crystal as shown in the inset of figure 3.5.

The sample preparation for magnetization measurements is a major step in a magnetic anisotropy

study. The etched crystal was cut into a rectangular prismatic shape and the dimensions were de-

termined with a digital Vernier caliper.

Temperature and field dependent magnetization was measured using the MPMS up to room

temperature and a Quantum Design Versalab Vibration Sample Magnetometer (VSM) with an

oven option for higher temperature (T < 1000 K). In MPMS, plastic straw was used to align the

sample in desired directions. The sample was glued to the VSM sample heater stick with Zircar

cement obtained from ZIRCAR Ceramics Inc.. While gluing, the sample was pushed into the thin

layer of Zircar paste spread on the heater stick to ensure a good thermal contact with the heater

stick. When the sample was firmly aligned with the desired direction it was covered with Zircar

cement uniformly. Finally, the VSM heater stick, with the sample glued on it, was covered with

a copper foil so as to (i) better control the heat radiation in the sample chamber, (ii) maintain

a uniform temperature inside the wrapped foil (due to its good thermal conductivity), and (iii)

further secure the sample throughout the measurement.

In the VSM, both zero field cooled (ZFC) as well as field cooled (FC) magnetizations were

measured and found to be almost overlapping. The difference between the measured data in the

VSM and the MPMS was found to be less than 3% at 300 K (i.e. at the point of data overlap).

We normalized the magnetization data from the MPMS with FC VSM data to get a smooth curve

for the corresponding applied field.
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3.3.3 Determination of demagnetization factor for transition temperature and anisotry-

opy constant measurement
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Figure 3.3 An analysis of M(H) isotherms taken at T = 2, 50, 100, 150, 200, 250, 300 K

and plotted as M2 versus H/M to determine the demagnetization factor. The

H/M axis intercept at 0.45 is the experimental demagnetization factor for easy

axis of magnetization.

The demagnetization factors along different directions were determined by using a formula de-

veloped by Aharoni [13]. The calculated demagnetization factors for the field along a, b, and c axes

were determined to be 0.21, 0.29, and 0.50 respectively. To verify that demagnetization factors were

accurate, we prepared a M2 versus H
M plot for the lower temperature M(H) data along the easy axis

of magnetization as shown in figure 3.3. The X-intercept gives the directly measured experimental

value of the demagnetization factor along the easy magnetization axis [14]. In figure 3.3, we can

clearly see that all the M2 curves are overlapping near the M2 axis indicating that the demagneti-

zation factor along the easy magnetization direction does not depend on temperature. A value of

demagnetization factor of 0.45 was determined along the c axis which is not that different from the

value of 0.50 inferred from the sample dimensions. Based on this result, we readjusted the two hard
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axes demagnetization factors in proportion such that the total sum of all 3 of them is 1. The exper-

imentally readjusted values for demagnetization factors were 0.231, 0.319 and 0.45 along a, b and

c axes respectively. With the benefit of fourfold symmetry of Fe5B2P unit cell perpendicular to its

c axis, magnetization was measured along a and c axes and corresponding demagnetization factors

were used to calculate the corrected internal magnetic field (Hint). Here Hint = Happlied − NM ,

where N is the demagnetization factor and M is the magnetization.

3.4 Results and discussion
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Figure 3.4 (a) Powder x-ray diffraction pattern of Fe5B2P (b) Enlarged powder X-ray

diffraction pattern in between 2θ value of 34◦ to 46◦ to show the weak impurity

peaks 1 and 2.
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3.4.1 Lattice parameters determination

The structure solution and refinement for single crystal data was carried out using SHELXTL

program package [15]. The final stage of refinement was performed using anisotropic displacement

parameters for all the atoms. The refined composition was Fe5B2.12P0.88(1) with residual R1 = 2.3%

(all data). The off-stoichiometry was due to partial replacement of phosphorus by boron on 4a site

in the structure. According to the previous report [4] Fe5B2P shows a considerable phase width.

All the details about the atomic positions, site occupancy factors, and displacement parameters for

crystal of Fe5B2.12P0.88(1) are given in tables 8.1, and 8.2.

Fe5B2P has a tetragonal unit cell with lattice constants a = 5.485 (3) Åand c = 10.348(3) Å.

While analysing the powder pattern, the CIF file obtained from single crystal data was used and the

powder pattern was fitted with Rietveld analysis using GSAS EXPGUI software package [16, 17].

During the Rietveld analysis, Fe sites were supposed to be fully occupied and thermally rigid

whereas P and B occupation number were released between each other with help of constraints.

Finally, a well fitted powder diffraction pattern with Rp = 0.0828 was obtained as shown in fig-

ure 3.4(a). The lattice parameters from this measurement are in close agreement (less than 0.2 %

deviation) with our single crystal data as well as previously reported data [2, 4]. A final stoichiom-

etry of the powder sample was determined to be Fe5B2.11P0.89 . This stoichiometry is in agreement

with our single crystal XRD composition of Fe5B2.12P0.88(1). Two tiny unidentified peaks denoted

by 1 and 2 in figure 3.4 were noticed in all batches of Fe5B2P measured. A possible origin for these

peaks is an excess amount of unreacted boron trapped in crystal. We suspected boron because it

has many overlapping diffraction peaks with Fe5B2P as well as with these two tiny humps denoted

by 1 and 2 and enlarged in figure 3.4(b).

Here we don’t believe that the traces of unreacted boron can affect the magnetic properties of

the sample in a significant manner because boron is non-magnetic. It is possible that boron impu-

rities are responsible for the residual resistivity being rather large (17-35 micro-ohm cm), although
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Table 3.1 Crystal data and structure refinement for Fe5B2P.

Empirical formula Fe5B2.12P0.88

Formula weight 329.42

Temperature 293(2) K

Wavelength 0.71073 Å

Crystal system, space group Tetragonal, I 4/mcm

Unit cell dimensions a=5.485(3) Å

b = 5.485(3) Å

c = 10.348(6) Å

Volume 311.3(4) Å3

Z, Calculated density 4, 7.029 g/cm3

Absorption coefficient 22.905 mm−1

F(000) 615

Crystal size 0.01 x 0.05 x 0.08 mm3

θ range (◦) 3.938 to 31.246

Limiting indices −7 ≤ h ≤ 7

−7 ≤ k ≤ 7

−14 ≤ l ≤ 14

Reflections collected 2113

Independent reflections 152 [R(int) = 0.0433]

Completeness to θ = 25.242◦ 100.00%

Absorption correction multi-scan, empirical

Refinement method Full-matrix least-squares

on F2

Data / restraints / parameters 152 / 0 / 17

Goodness-of-fit on F 2 1.101

Final R indices [I> 2σ(I)] R1 = 0.0140, wR2 = 0.0289

R indices (all data) R1 = 0.0180, wR2 = 0.0299

Extinction coefficient 0.0243(3)

Largest diff. peak and hole 0.485 and -0.474 e.Å−3
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Table 3.2 Atomic coordinates and equivalent isotropic displacement parameters (A2) for

Fe5B2P. U(eq) is defined as one third of the trace of the orthogonalized Uij

tensor.

atom Occ x y z Ueq

Fe1 1 0.0000 0.0000 0.0000 0.005(1)

Fe2 1 0.1701(1) 0.6701(1) 0.1403(1) 0.005(1)

P3 0.88(1) 0.0000 0.0000 0.2500 0.004(1)

B3 0.12(1) 0.0000 0.0000 0.2500 0.004(1)

B4 1 0.6175(2) 0.1175(2) 0.0000 0.005(1)

this can also come from the small off-stoichiometry due to partial replacement of phosphorus by

boron on 4a site in the structure.

3.4.2 Identification of crystallographic orientation

The Laue diffraction pattern shown in figure 3.2(b) was obtained with the X-ray beam parallel

to the plane of the plate [100]. The Laue pattern shown in figure 3.2(c) was obtained with the

X-ray beam perpendicular to the plane of the plate [001]. The obtained Laue diffraction patterns

were analysed with the OrientExpress analysis software [18]. The Laue pattern analysis revealed

that the crystals facets were grown along [100], [010], and [001] directions.

3.4.3 Resistivity measurement

The resistivity data of a single crystalline sample helps to test its quality. The resistivities of

Fe5B2P with currents parallel to [100] and [001] directions are measured from room temperature

down to 2 K; the resistivity is found to be metallic in nature as shown in figure 3.5. The residual

resistivity ratio (RRR = ρ(300 K)/ρ(2 K)) of the Fe5B2P sample is estimated to be nearly 3.6

in [100] direction and 2.8 in [001] direction. The resistivity for easy axis of magnetization [001]

is found to be greater than hard axis [100] of magnetization. The electrical anisotropy is found

to be opposite than magnetic anisotropy for Fe5B2P. It is hard to correlate the magnetic and

electrical anisotropic properties of Fe5B2P. The residual resistivity ρ(2 K) is roughly 17 µΩcm in
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Figure 3.5 Resistivity of Fe5B2P below the room temperature with an excitation cur-

rent being parallel to [100] and [001] directions. The inset picture shows the

electrical resistivity bars obtained from the same single crystal to measure the

electrical resistivity anisotropy property.

[100] direction and 35 µΩcm in [001] direction respectively. These values are consistent with some

residual disorder in the sample (e.g. the P an B site disorder on the P3 site).

3.4.4 Measurement of magnetization and saturation magnetization

The temperature dependent magnetization of Fe5B2P along the easy [001] and hard [100] axes

in various magnetizing field strengths in terms of µB/Fe are reported in figure 3.6. As the field

strength increases, the moment increases and saturates. The saturating field for the easy axis was

found to be nearly 0.8 T and M(T ) data in an applied field of 1 T is the same as saturation

magnetization obtained from M(H) isotherms data (not shown here). The magnetization along

the hard axis has not reached saturation in an external field of 1 T and forms a concave parabola
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Figure 3.6 Temperature dependent magnetization of Fe5B2P at various magnetizing field

along [100] and [001] directions and saturation magnetization, Ms, inferred

from M(H) isotherms.

around 150 K as shown in the green curve of figure 3.6. We have not systematically investigated

the origin of the parabolic curve below 400 K for M(T) with H = 1T ||[100]. It reaches to saturation

with higher applied magnetic field and looks like the magnetization curve along the easy axis of

magnetization. One possible explanation for a low applied field and low temperature region valley

in magnetization curve is the following. As the sample is cooled down, the anisotropy field (Ha)

increases (typically Ha (T) varies as Ms(T )2) resulting in a decrease of the sample macroscopic

magnetization. Indeed, for H⊥ < Ha, we have M⊥ = H⊥ ∗Ms/Ha which gives a curve similar to

the one observed for M(T) with H = 0.1 T ||[100]. When taking into account the demagnetization

factor, N⊥, we have M⊥ = H⊥∗Ms/(Ha+N⊥∗Ms). As the domains are becoming more elongated,

N⊥ will decrease upon cooling. This can give rise to a parabolic curve with a minimum as the one
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observed for H = 1T ||[100]. Another explanation is that such parabolic curve could originate from

a peculiar high value of the higher order anisotropy constant K2 (T) which was assumed to be zero

at higher temperature.

Below the Curie temperature, the M(T ) curves at low field are almost constant because the

applied field is less than the demagnetizing field. The saturation magnetization (Ms) data were

determined from the Y-intercept of linear fit of M(H) isotherms plateau (as shown in figure 3.8)

at 2 K, 50 K and in an interval of 50 K up to 650 K. The saturation magnetization at 2 K was

found to be 1.72 µB/Fe which is very close to the previously reported value of 1.73 µB/Fe [3, 4].
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Figure 3.7 The Arrott plot of Fe5B2P. Here M(H) isotherms were measured for the pris-

matic sample from 648 K to 668 K with a spacing of 1 K. Internal magnetic field

(Hint) was determined with an experimentally measured demagnetization fac-

tor (0.45) for the easy axis of magnetization. The temperature corresponding

to M2 versus Hint/M isotherm passing through origin gives the Curie temper-

ature. The Curie temperature is determined to be 655± 2 K.
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3.4.5 Determination of transition temperature

A M2 versus Hint/M Arrott plot was used to determine the Curie temperature. The Curie

temperature corresponds to Arrott plot curve that passes through the origin. For our sample,

the Arrott curve corresponding to 655 K is passing through the origin as shown in figure 3.7).

Hence the Curie temperature of Fe5B2P is determined to be 655 ± 2 K, where the error includes

an instrumental uncertainty of ±1 K inherent to such a high temperature measurement in a VSM

and a reproducibility error due to sample gluing process on the heater stick resulting in a variation

in thermal coupling. This Curie temperature is a little bit higher than the previously reported

window of 615 K to 639 K [3, 4].

To make sure our measurement was correct, magnetization of a piece of a nickel wire obtained

from the Alfa Aesar company (99.98 % metal basis) was measured with the same VSM heater stick.

Using the criterion from reference [19], the Curie temperature of nickel sample was determined to

be 625± 2 K which is in agreement with VSM Tech Note [20]. The Curie temperature of nickel is

reported to fall between 626 to 633 K [21]. These results confirm the accuracy of measured Curie

temperature.

3.4.6 Determination of anisotropy constant K1

The anisotropy constant K1 is the measure of anisotropy energy density and strongly depends

on the unit cell symmetry and temperature. One of the conceptually simplest methods of measuring

the anisotropy constant of an uniaxial system is to determine the area between the easy and hard

axes M(H) isotherms [22]. Here we measured both the easy and hard axes isothermal M(H) curves

starting from 2 K. Then we measured M(H) curves from 50 K to 800 K in 50 K intervals. A typical

example of determination of the anisotropy constant by measuring the anisotropy area between two

magnetization curves is shown in figure 3.8.

The temperature dependence of K1 is shown in Fig. 3.9. K1 is positive, indicating that the

c axis is the easy axis of magnetization, in agreement with a previous calculation using a simple

point charge model [4].
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Figure 3.8 An example of determination of K1 at 300 K with an appropriate axes units so

as to obtain the area in terms of MJ/m3 unit.

We have compared the anisotropy constant K1 and saturation magnetization Ms of Fe5B2P with

the single crystal data of hard ferrites SrFe12O19 and BaFe12O19 [23]. The anisotropy constant of

Fe5B2P is greater at low temperature than either of these ferrites. The Fe5B2P sample becomes

comparable to that of SrFe12O19 at room temperature but decreases slightly faster than both

BaFe12O19 and SrFe12O19 above room temperature as shown in figure 3.9. However, the nature of

variation of the saturation magnetization of Fe5B2P is different than the hard ferrites as shown in

figure 3.10. Both of the ferrites show a roughly linear decrease of saturation magnetization with

increasing temperature whereas the saturation magnetization of Fe5B2P is found to be significantly

non-linear in T and also significantly larger for T < 600 K. The saturation magnetization of Fe5B2P

is 1.53 µB/Fe at 300 K, which is already larger than the value of 1.16 µB/Fe in SrFe12O19. Since
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Figure 3.9 Temperature variation of the anisotropy constant K1 of Fe5B2P and comparison

with SrFe12O19 and BaFe12O19 from ref. [23].

Fe5B2P contains less non-magnetic elements, the volume magnetization of 915 kA/m for Fe5B2P

is more than twice that of SrFe12O19 (377 kA/m [23]).

3.5 First principles calculations

In an effort to understand the observed magnetic properties - in particular, the saturation

magnetization and magnetocrystalline anisotropy - of Fe5B2P, we have performed first principles

calculations using the augmented plane-wave density functional theory code WIEN2K [24] within

the generalized gradient approximation (GGA) of Perdew, Burke and Ernzerhof [25]. Sphere radii

of 1.77, 2.15 and 2.06 Bohr were used for B, Fe and P, respectively, and an RKmax of 7.0 was

employed, where RKmax is the product of the smallest sphere radius and the largest plane-wave
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Figure 3.10 Temperature variation of the saturation magnetization Ms of Fe5B2P and

comparison with SrFe12O19 and BaFe12O19 from ref. [23].

expansion wave vector. The experimental lattice parameters from Ref. [2] were used and all internal

coordinates were relaxed. All calculations, the internal coordinate relaxation excepted, employed

spin-orbit coupling and a total of approximately 10, 000 k-points in the full Brillouin zone were used

for the calculation of magnetic anisotropy. For these calculations we computed total energies for

the magnetic moments parallel to (100) and (001) and computed the anisotropy as the difference

in these energies.

As in the experimental work we find a strong ferromagnetic behavior in Fe5B2P, with a satu-

ration magnetic moment of 1.79 µB per Fe, which includes an average orbital moment of approx-

imately 0.03 µB for each of the Fe sites. We present the calculated density-of-states in Fig. 3.11.

The theoretical saturation value is in good agreement with the experimental 2 K moment of 1.72 µB

per Fe. Small negative moments of −0.1 µB and −0.06 µB per atom are found for the B and P
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Figure 3.11 The calculated density-of-states of Fe5PB2

atoms respectively, while the spin moments for the three distinct inequivalent Fe atoms are 1.79,

1.79 and 2.08 µB. These are significantly smaller than the values for bcc Fe (approximately 2.2 µB)

and for the Fe atoms in hexagonal Fe3Sn (approximately 2.4 µB/Fe [26]), limiting the potential

performance as a hard magnetic material. Figure 3.11 displays the reason for this, with the spin-

minority DOS substantially larger than the spin-majority DOS around the Fermi energy, reducing

the moment.

As in the experiment, the calculated easy axis of the magnetization is the c-axis, with a T = 0

value for the first anisotropy constant K1 of 0.46 MJ/m3, which is in excellent agreement with the

experimental value of 0.48 MJ/m3. On a per-Fe basis this is 44 µeV. This is much larger than the

∼ 1 µeV value for bcc Fe [27], as might be expected given the non-cubic symmetry of Fe5B2P, but

is roughly consistent with the 60 µeV/Co value for hcp Co. This is again indicative of the usual

requirement of an anisotropic crystal structure for significant magnetic anisotropy. Regarding the
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structure itself, in the perfectly ordered Fe5B2P structure, eight of the ten Fe atoms have three

boron nearest neighbors and two next-nearest phosphorus neighbors, with the other two Fe atoms

having four boron nearest neighbors. There are no nearest-neighbor Fe-Fe bonds, which is perhaps

surprising in a structure which is over 60 atomic percent Fe. One may suppose that a variegated

bonding configuration, with a range of atoms bonding with the Fe atoms, might be favorable for

the magnitude, though not necessarily the sign (i.e. axial or planar) of the anisotropy, but this

is apparently not realized in this material. In any case, the theoretical calculations are generally

quite consistent with the results of the experimental work performed.

3.6 Conclusions

Single crystals of Fe5B2P were grown using a self-flux growth method within a 40 window of

cooling. The electrical and magnetic anisotropy properties were studied. The Curie temperature

of Fe5B2P was determined to be 655 ± 2 K. The saturation magnetization was determined to be

1.72 µB/Fe at 2 K. The temperature variation of the anisotropy constant K1 was determined for

the first time, reaching ∼ 0.50 MJ/m3 at 2 K, and found to be comparable to that of hard ferrites.

The saturation magnetization, in unit of kA/m is found to be larger than the hard ferrites. The first

principle calculation values of saturation magnetization and anisotropy constant using augmented

plane-wave density functional theory code were found to be consistent with experimental work.
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4.1 Abstract

ZrMnP and HfMnP single crystals are grown by a self-flux growth technique and structural as

well as temperature dependent magnetic and transport properties are studied. Both compounds

have an orthorhombic crystal structure. ZrMnP and HfMnP are ferromagnetic with Curie tem-

peratures around 370 K and 320 K respectively. The spontaneous magnetizations of ZrMnP and

HfMnP are determined to be 1.9 µB/f.u. and 2.1 µB/f.u. respectively at 50 K. The magnetocaloric

effect of ZrMnP in term of entropy change (∆S) is estimated to be −6.7 kJm−3K−1 around 369 K.

The easy axis of magnetization is [100] for both compounds, with a small anisotropy relative to the

[010] axis. The anisotropy field along the [001] axis is ∼ 4.6 T for ZrMnP and ∼ 10 T for HfMnP at

50 K. Such large magnetic anisotropy is remarkable considering the absence of rare-earth elements

in those compounds. The observed magnetic properties are studied using first principle calculations

and most of the results are consistent with experimental results. More importantly, our calculations
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suggest that the large magnetic anisotropy comes primarily from the Mn atoms suggesting that

similarly large anisotropies may be found in other 3d transition metal compounds.

4.2 Introduction

In recent years, both the increase in the price of rare-earths used in magnets and adverse

environmental impacts associated with their mining and purification have made the search for

rare-earth-poor or rare-earth-free permanent magnets crucial. In an attempt to look for potential

rare-earth-free alternatives, we studied the magnetocrystalline anisotropy of the Fe-rich compounds

(Fe1−xCox)2B [1] and Fe5B2P [2]. Specifically, (Fe0.7Co0.3)2B has drawn a lot of attention as a

possible permanent magnet because of its axial magnetocrystalline anisotropy [3, 4, 5]. Fe5B2P has

a comparable magnetocrystalline anisotropy [2].

Mn, like Fe, offers some of the highest ordered moment values, but finding Mn-based ferromag-

nets is challenging. Fortunately Mn is known to form ferromagnetic phases such as MnX, where

X is a pnictogen. Recently MnBi, both in pure form and in a high temperature phase, stabilized

with Rh [6, 7, 8, 9], has been studied as a possible Mn-based ferromagnet with moderate magnetic

anisotropy.

Given the existence of Mn-X ferromagnetism and our recent efforts to discover new ternary fer-

romagnets through the surveys of transition metal - pnictogen and chalcogen ternary compounds,

we used the Mn-rich, Mn-P eutectic as a starting point for a search for new Mn-P-X ternary

ferromagnets. During our survey (X = B, Al, Si, Ti, Fe, Co, Ni, Ge, Y, Zr, Nb, Rh, Pd and

Hf), we discovered that ZrMnP and HfMnP are ferromagnetic at room temperature. Both ZrMnP

and HfMnP have the orthorhombic crystal structure [space group: Pnma (62)] [10, 11]. These are

bi-transition metal phosphides with TiNiSi-type structure which is an anti-PbCl2 type superstruc-

ture [11]. In this paper, we report the magnetic properties (both experimental and first principle

calculations) of single crystalline HfMnP and ZrMnP for the first time. We found a large magnetic

anisotropy in particular for HfMnP.
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The ZrMnP and HfMnP single crystals were grown by a solution growth technique [12, 13, 14]

as described below.

4.3 Crystals growth

4.3.1 Initial test

ZrMnP and HfMnP single crystals were grown by a solution growth technique using the Mn-rich

Mn-P eutectic composition (Mn87P13) as a starting solution [12]. Establishing the safe handling

of the Mn-P solution for the crystal growth process was carried out in a manner similar to our

previous phosphorous-based works [2, 15]. Freshly ball-milled Mn powder (Alfa Aesar, 99.9%) and

red P lumps (Alfa Aesar, 99.999%) were mixed in the eutectic composition in a fritted alumina

crucible set [13, 14] and sealed in an amorphous silica tube under a partial pressure of Ar. The Mn

powder was covered with red P lumps in the growth crucible. Then the ampoule was heated up

to 250 ◦C over 3 h and kept at 250 ◦C for 3 h. These steps are taken to avoid the vaporization of

P by immediately mixing the molten P with Mn powder. The ampoule was then slowly heated to

1150 ◦C over 12 h and held there for 3 h to better homogenize the melt. Finally, the ampoule was

cooled down to 1000 ◦C over 50 h and decanted with the help of a centrifuge. All the content was

recovered in the catch crucible clearly demonstrating that all material forms a liquid at 1000◦C

and above. Given that there was no evidence of significant P-vapour pressure, this confirmed the

safe and controlled handling of Mn-P solution for single crystal growth.

4.3.2 Mn cleaning

Elemental Mn tends to oxidize, and a surface layer of MnO forms on exposure to the atmosphere.

If the Mn used contains a significant amount of MnO, a shift of the exact stoichiometry can result

in growth of Mn3P crystals in the above-mentioned eutectic test. To reduce the MnO content

of the Mn used, Mn plates were heat-treated inside an amorphous SiO2 tube under a partial Ar

atmosphere. The mechanism of Mn cleaning is the following [16]:
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2MnO+SiO2 950 ◦C under partial pressure of Ar (Up to 75 h)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→

Mn2SiO4 with the resulting Mn2SiO4

deposited on the interior wall of the tubing.

4.3.3 Single Crystal Growth

The cleaned Mn plates were ball-milled using an agate ball-milling set for 2 minutes. In the

ternary crystal growth attempts, various amounts of elemental metal pieces (Zr or Hf) were covered

with Mn powder and P lumps, in the same fashion as in our eutectic test. To make sure that the

second transition metal was dissolved in the melt, the growth ampoules were heated up to 1180 ◦ C

and held there for 3 h. The growth ampoules were then cooled down to 1025 ◦ C over 180 h where

the flux was decanted via centrifuge. By careful observation of crystals sizes, 1.25% of Zr or Hf

metal in the Mn-P eutectic was found to be the optimal stoichiometry (Zr1.25Mn85.90P12.85 and

Hf1.25Mn85.90P12.85) to get larger (but still relatively small) crystals. The crystals were partially

covered with flux and etched with 1 molar HCl solution. The acid-etched needle like single crystals

of ZrMnP and HfMnP are shown in FIG. 4.1(a) and 4.2(a) respectively.

4.4 Structural characterization

The single crystal XRD data were obtained using a Bruker APEX2 diffractometer. Single

crystals of ZrMnP and HfMnP were mounted on a goniometer head of a Bruker Apex II CCD

diffractometer and measured using graphite-monochromatized MoKα radiation (λ = 0.71073A◦).

Reflections were gathered at room temperature by taking four sets of 360 frames with 0.5◦ scans

in ω, with an exposure time of 20 s (ZrMnP) or 30 s (HfMnP) per frame. The crystal-to-detector

distance was 50 mm. The reflections were collected over the range of 4.2 < θ < 31.3◦ and corrected

for Lorentz and polarization effects. The intensities were further corrected for absorption using the

program SADABS, as implemented in Apex 2 package [17].
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The structure solution and refinement of ZrMnP and HfMnP were carried out using SHELXTL

[18] in the space group Pnma [10, 11]. The final stage of refinement was performed using anisotropic

displacement parameters for all the atoms. The refined composition of ZrMnP was found to be sto-

ichiometric within two standard deviations, whereas HfMnP showed off-stoichiometric composition

i.e., Hf1.04(1)Mn1.06(1)P0.90(1). Tables I, II and III summarize data collection, lattice parameters,

atomic positions, site occupancy factors, and displacement parameters for crystals of ZrMnP and

HfMnP.

Table 4.1 Crystal data and structure refinement for ZrMnP and HfMnP.

Empirical formula ZrMnP Hf1.04(1) Mn1.06(1) P0.90(1)

Formula weight 177.13 271.37

Temperature 293(2) K 293(2) K

Wavelength 0.71073 Å 0.71073 Å

Crystal system, space group Orthorhombic, Pnma Orthorhombic, Pnma

Unit cell dimensions a=6.4170(17) Å a=6.3257(17) Å

b = 3.6525(10) Å b = 3.6298(10) Å

c = 7.5058(19) Å c = 7.409(2) Å

Volume 175.92(8) Å3 170.13(8) Å3

Z, Calculated density 4, 6.688 g/cm3 4, 10.595 g/cm3

Absorption coefficient 13.415 mm−1 71.333 mm−1

F(000) 320 459

Crystal size 0.06 x 0.04 x 0.02 mm3 0.05 x 0.07 x 0.02 mm3

θ range (◦) 4.178 to 31.307 4.236 to 31.405

Limiting indices −8 ≤ h ≤ 9 −8 ≤ h ≤ 8

−5 ≤ k ≤ 5 −5 ≤ k ≤ 5

−10 ≤ l ≤ 10 −10 ≤ l ≤ 10

Reflections collected 2507 2443

Independent reflections 317 [R(int) = 0.0216] 305 [R(int) = 0.0673]

Completeness to θ = 25.242◦ 100.00% 100.00%

Absorption correction multi-scan, empirical multi-scan, empirical

Refinement method Full-matrix least-squares Full-matrix least-squares

on F2 on F2

Data / restraints / parameters 317 / 0 / 20 305 / 0 / 22

Goodness-of-fit on F 2 1.216 1.080

Final R indices [I> 2σ(I)] R1 = 0.0135, wR2 = 0.0286 R1 = 0.0247, wR2 = 0.0460

R indices (all data) R1 = 0.0144, wR2 = 0.0291 R1 = 0.0359, wR2 = 0.0494

Extinction coefficient 0.0376(17) 0.0088(2)

Largest diff. peak and hole 0.542 and -0.756 e.Å−3 2.381 and -2.526 e.Å−3
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Table 4.2 Atomic coordinates and equivalent isotropic displacement parameters (A2) for

ZrMnP. U(eq) is defined as one third of the trace of the orthogonalized Uij

tensor.

atom Occ. x y z Ueq

Zr1 1 0.0310(1) 0.2500 0.6746(1) 0.004(1)

Mn2 1 0.1373(1) 0.2500 0.0592(1) 0.004(1)

P3 1 0.2670(1) 0.2500 0.3708(1) 0.004(1)

Table 4.3 Atomic coordinates and equivalent isotropic displacement parameters (A2) for

Hf1.04 Mn1.06 P0.90. U(eq) is defined as one third of the trace of the orthogonal-

ized Uij tensor.

atom Occ. x y z Ueq

Hf1 1 0.0314(1) 0.2500 0.6741(1) 0.003(1)

Mn2 0.96(1) 0.1400(1) 0.2500 0.0593(1) 0.005(1)

Hf2 0.04(1)

P3 0.90(1) 0.2670(2) 0.2500 0.3697(2) 0.004(1)

Mn3 0.10(1)
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To get the powder XRD data, several etched single crystalline needles of each phosphide were

finely powdered and spread over a zero background single crystalline silicon wafer with help of a

thin film of Dow Corning high vacuum grease and scanned using Rigaku Miniflex X-ray diffrac-

tometer with Cu Kα radiation source. Scans were performed over 90◦ in 0.01◦ increments and data

was acquired over 5 sec exposures. The atomic co-ordinate information from the single crystal

measurements were used to refine the powder XRD patterns (Rietveld analyses) of ZrMnP and

HfMnP samples. The Rp for both Rietveld analyses were less than 0.081. The Rietveld analysed

powder XRD patterns for ZrMnP and HfMnP are shown in FIG. 4.1(e) and 4.2(e) respectively.

4.5 Crystallographic orientation

The crystallographic orientations of single crystalline samples were determined by analysing

backscattered Laue photographs using the OrientExpress software package [19] and the diffraction

of monochromatic X-ray beam from the sample facets over the Bragg Brentano Geometry with the

beam direction parallel to the scattering vector . The normal to the flat facets of the as-grown

rods is [101] or equivalent direction (see Laue photographs of ZrMnP and HfMnP sample in of the

FIG. 4.1(b) and 4.2(b)) and the long axis of the rod is [010]. To confirm the normal to the flat

faces is [101] or [−101], X-̇ray diffraction peaks from single crystal facets of ZrMnP and HfMnP

were obtained from the powder XRD machine (Bragg Brentano Geometry on Rigaku Miniflex

diffractrometer). The X-ray diffraction on the single crystal facets gave the four diffraction peaks

of {i0i} type as shown in FIG. 4.1(d) and 4.2(d). Then the samples facing [101] direction toward

the X-Ray beam were rotated 49◦ in anti-clockwise direction with the help of a goniometer to get

[001] Laue patterns as shown in FIG. 4.1(c) and 4.2(c).

4.6 Resistivity measurements

The ZrMnP and HfMnP needles were suitable for resistivity measurement. The four probe

measurement technique was employed to measure the resistivity. Electrical contacts were prepared

by gluing platinum wires with H20E EPO-TEK epoxy. Quantum Design (QD) Magnetic Property
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Figure 4.1 (a) Single crystals of ZrMnP (b) Back-scattered Laue pattern from facet [101]

(c) Back-scattered Laue pattern [001] which was obtained at an angle of ≈ 49◦

in an anti-clockwise direction to [101] (d) X-ray diffraction from a single crystal

facet keeping the Rigaku Miniflex XRD puck fixed (e) Rietveld refined powder

XRD data.

Measurement System (MPMS) was used as a temperature environment during the resistivity mea-

surement. The MPMS was interfaced with a Linear Research, Inc. ac resistance bridge (LR 700).

The resistivity of both compounds was measured along the [010] direction. The resistivity

data for ZrMnP and HfMnP are shown in FIG. 4.3. The resistivity of either compound is fairly

metallic in nature. The residual resistivity ratio (RRR=ρ(300K)
ρ(2K) ) was determined to be 5.6 and

5.4 for ZrMnP and HfMnP respectively. Although the RRR values for both of the compounds are

comparable, HfMnP has a residual resistivity, ρ0, that is over 50% higher, consistent with a slightly

off-stoichiometric composition.
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Figure 4.2 (a) Single crystals of HfMnP (b) Back-scattered Laue pattern from a facet [101]

(c) Back-scattered Laue pattern pattern [001] which was obtained at an angle

of ≈ 49◦ in an anti-clockwise direction to [101] (d) X-ray diffraction from a

single crystal facet keeping the Rigaku Miniflex XRD puck fixed (e) Reitveld

refined powder XRD data.

In the case of HfMnP, a change in slope of resistivity occurs at ∼ 320 K, which is consistent with

a ferromagnetic phase transition at that temperature. This can be seen more clearly in FIG. 4.4(a)

where a loss of spin-disorder-scattering feature is clearly found for TC ∼ 320 K. A similar value

can be inferred from the low-field (0.1 T magnetization data shown in FIG. 4.4(b) (The thermal

hystersis is due to heating/cooling at 3 K/minute). Based on these data, TC is determined to be

around 320 K for HfMnP.

4.7 Magnetization measurements

The magnetic properties of the samples were measured using QD Versalab Vibrating Sample

Magnetometer (VSM) in standard option from 50 K to 400 K. We used GE 7031 Varnish to glue
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Figure 4.3 Resistivity of ZrMnP and HfMnP with an excitation current along [010] direc-

tion

the sample on the VSM quartz stick. The etched, rod-like samples were used for magnetization

measurements. Both the temperature-dependent magnetization M(T) (at 1 T) and field-dependent

magnetization M(H) data (starting at 50 K in steps of 50 K) were measured for each sample. The

sample glued with GE varnish was further secured with teflon tape.

4.7.1 Identification of easy axis of magnetization and demagnetization factor

Experimental identification of the easy axis of magnetization for a needle-like crystal is not

straightforward because of demagnetization effects, particularly if it is not along the axial direc-

tion. In addition, the small sample size makes the alignment difficult. The strongest criteria for

the determination of the easy axis of magnetization are: (i) the highest saturation magnetization

at low applied field and (ii) overlapping of Arrott plot curves at low-temperature isotherms. None

of the faceted [101] or axial [010] directions of the ZrMnP and HfMnP crystals were found to be

the easy axis of magnetization. So to align the [100] or [001] axis in the field direction, a delrin

sample holder with 45◦ slope was prepared so that each facet is aligned with an error of ±4◦. The
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Figure 4.4 Curie Temperature determination for HfMnP. (a) Enlarged resistivity data near

the anomaly in resistivity (b) Enlarged temperature dependent magnetization

data near the ferromagnetic transition. The temperature of slope change in

resistivity data (TC = 320 K) equals to the upper limit of the temperature

range of the slope change in M(T) data along [100] direction for 0.1 T field.

magnetization of the delrin sample holder was subtracted from the measurements.

Arrott plots for all 3 principle directions of the orthorhombic rods for ZrMnP sample are shown

in FIG. 4.5. The detailed explanation of Arrott plot analysis for field along the easy axis of mag-

netization is in our previous work [2]. The Arrott curves at low temperatures along [100] direction

overlap for ZrMnP, indicating this as the easy axis of magnetization. Between the two hard axes,

[010] is an easier direction of magnetization than [001].
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Figure 4.5 Determination of demagnetization factor for the easy axis of magnetization of

ZrMnP sample: The highest value of M2 curve corresponds to 50 K and lowest

valued M 2 curve corresponds to 350 K, all others taken at intervals of 50 K for

all directions measured. The overlapping of M 2 curves with minimum intercept

in H
M axis at low-temperature isotherms is considered to occur along the easy

axis (here [100]) of the magnetization. The demagnetization factor for the [100]

direction was determined to be Na = 0.36.

To determine the anisotropy axes and fields for HfMnP at 50 K, more sensitive and higher field

(7 T) QD MPMS equipped with angular magnetization measurement was used. FIG. 4.6 shows the

variation of magnetization of HfMnP sample with respect to the rotation angle. Starting from the

[101] facet, it reaches to its minimum when [001] direction aligns with field and maximum when

[100] direction aligns, consistent with the results obtained from the Arrott plot measurements in

ZrMnP.

4.7.2 Curie temperature determination

Arrot plot analyses were made for the easy axis (along [100]) of magnetization of ZrMnP to

determine the Curie temperature. In an Arrott plot, M2 isotherms are plotted as a function of HintM

where Hint = H -N*M is the internal field of the magnetization sample after the correction of the

demagnetization effect. N is the demagnetization factor which can be experimentally determined
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Figure 4.6 Angular magnetization of HfMnP measured at 50 K in a 0.1 T applid field.

for the easy axis of magnetization [2]. Na was determined to be 0.36 for ZrMnP (see FIG. 4.5). In

the mean field approximation, the Arrott curve at the Curie temperature is a straight line passing

through origin. The Curie temperature of ZrMnP was determined to be ∼ 370 K as shown in

FIG. 4.7.

4.7.3 Determination of the magneto-caloric effect

The isothermal entropy change can be determined from magnetization measurements using the

following equations:

∆Siso(T,∆H) =

∫ Hf

Hi

dS =

∫ Hf

Hi

∂S

∂H

∣∣∣∣
T

dH

Using the Maxwell relation
∂S

∂H

∣∣∣∣
T

= µ0
∂M

∂T

∣∣∣∣
H

, we have:

∆Siso(T,∆H) = µ0

∫ Hf

Hi

∂M

∂T

∣∣∣∣
H

dH

For small enough temperature steps at Tu and Tl around T , we can approximate:

∂M

∂T

∣∣∣∣
H

≈ M(Tu, H)−M(Tl, H)

Tu − Tl
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Figure 4.7 Determination of Curie temperature of ZrMnP from M(H) data along [100].

All black colored Arrott curvers are taken at a step of 2 K temperature.

So that we have:

∆Siso(T,∆H) ≈

µ0

Tu − Tl

∫ Hf

Hi

M(Tu, H)−M(Tl, H)dH (S 1)

The magnetization isotherms near TC as shown in FIG. 4.7 can be used with Eq. 5.1 to determine

∆Siso(T,∆H).

4.8 Additional details of first-principles calculations

Calculations were performed using the experimental lattice parameters and all internal coor-

dinates not dictated by symmetry were relaxed until internal forces were less than 2 mRyd/Bohr.

Sphere radii (in Bohr) for ZrMnP of 1.86 for P, 2.36 for Mn and 2.5 for Zr were used; for HfMnP

sphere radii of 1.97 for P, 2.3 for Mn and 2.5 for Hf were used. An RKmax (the product of the

smallest sphere radius, i.e. P, and the largest planewave expansion wavevector) of 7.0 was used
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and the linearized augmented plane-wave basis was used throughout. In general all calculations

used sufficient numbers of k-points - a minimum of 1, 000 k points in the full Brillouin zone for

convergence, and as many as 30, 000 k-points for the calculations of magnetic anisotropy. For this

anisotropy convergence was carefully checked; the difference in anisotropy energies calculated using

10,000 and 30,000 k-points was less than 2 percent.

Figure 4.8 Temperature dependent (solid lines) and spontaneous magnetization M s (cor-

responding squares) of ZrMnP and HfMnP.

Figure 4.8 shows the spontaneous magnetization (M s) and temperature dependent magneti-

zation of ZrMnP and HfMnP. M s was determined by the linear extrapolation from the high-field

region of the easy axis [100] M(H) isotherm to zero field. The spontaneous magnetization of HfMnP

(2.1µB /f.u. at 50 K) is slightly higher than ZrMnP (1.9µB /f.u. at 50 K). The temperature de-

pendent magnetization is reported for the [100] direction in a 1 T applied field. Both ZrMnP and

HfMnP undergo a ferromagnetic transition between 300 K and 400 K. More precise determinations

of the Curie temperatures using Arrott plots or change in slope of temperature dependent electrical

resistivity (see SI) give TC around 370 K and 320 K for ZrMnP and HfMnP respectively.

The anisotropy field between [100] and [010] for ZrMnP was determined to be 0.40 T at 50 K

as shown in FIG. 4.9 (a). In HfMnP, the anisotropy field between [100] and [010] was determined

to be 0.66 T at 50 K as shown in FIG. 4.9 (b). The anisotropy field between the hardest axis [001]

and two almost degenerate axes [100] and [010] is estimated by extrapolation of tangents from the

linear region of M(H) curves. The anisotropy field for [001] axis for ZrMnP was determined to be

4.6 T for ZrMnP and 10 T for HfMnP. Such an anisotropy field is remarkably high anisotropy for

a rare-earth-free magnet.

Comparisons for the low-temperature anisotropy of HfMnP are not abundant in the literature.

Nd2Fe14B has an anisotropy field around 8.2 T at room temperature [20]. Examples of reported

rare-earth free permanent magnets include: MnxGa thin-film (H a = 15 T)[21], CoPt (H a = 14 T)
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Figure 4.9 Anisotropic magnetization of ZrMnP and HfMnP along salient directions at

50 K.

[22], FePt (H a = 10 T) [23], FePd (H a = 4 T at 4 K) [24], MnBi (Ha = 5 T) [25] and MnAl

(H a ≈ 3 T) [26]. The HfMnP magnetocrystalline aniostropy falls in-between those values. The 10 T

anisotropy of HfMnP at 50 K nearly equals with the magnetocrystalline anisotropy of Nd2Fe14B

at 247 K [20].

For ZrMnP, we have studied the magnetocaloric effect from the magnetization isotherms. The

results (in terms of magnetic entropy change (∆S)) are shown in FIG. 4.10. The relevant mathemat-

ical calculation is presented in SI. The largest effect is observed near 369 K with −6.7 kJ m−3 K−1,

which is not so low considering that the transition is reversible and that ZrMnP does not contain

rare-earth element. For comparison, the value for Gd at 294 K is −22 kJ m−3 K−1 [27, 28], and
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the value of La0.8Na0.2MnO3 at 337 K is −10.7 kJ m−3 K−1 [29]. This result indicates that ZrMnP

might be a promising candidate as a magnetic refrigerant above room temperature.
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Figure 4.10 Magnetic entropy change (∆S) of ZrMnP with the field change of 1 T applied

along the a axis, determined from magnetization measurements.

To understand the observed magnetic behavior we have performed first principles calculations of

ZrMnP and HfMnP using the plane-wave density functional theory code WIEN2K [30], employing

the generalized gradient approximation of Perdew, Burke and Ernzerhof [31]. Additional details are

given in SI. For HfMnP, calculations were run for two scenarios, since the experimental results find

some disorder in the sample. The first run assumes perfect stoichiometry. For the second run we

have used the virtual crystal approximation (VCA) as follows. We assume P and Mn to be trivalent

and Hf tetravalent, so that the 10 percent Mn occupancy of the P site is assumed isoelectronic and

the 4 percent Hf occupancy on the Mn site is modeled by adding 0.04 electrons per Mn and taking

the Mn ion core to have charge 25.04. Unless mentioned explicitly, the HfMnP results refer to this

VCA result.

We find saturation magnetic moments of 2.02 and 1.99 µB/f.u. for the Zr and Hf compounds,

respectively. This total includes orbital moments for the Zr compound of 0.034 per Mn and 0.008 per

Zr, and for HfMnP of 0.060 per Mn and 0.012 per Hf. These totals are in reasonably good agreement

with the experimental values presented previously (1.9 µB/f.u. for ZrMnP and 2.1 µB/f.u. for

HfMnP). We suspect that the slight theoretical understatement for the Hf compound is related to
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the non-stoichiometry of the HfMnP sample. For the Zr compound we have also estimated the

Curie point by computing the energy difference (relative to the groundstate) of a configuration

with nearest neighbor Mn pairs anti-aligned; one third this energy difference is taken as the Curie

point, which we calculate as 654 K. This is significantly above the experimental value of around

370 K and suggests, as often occurs, that thermal fluctuations beyond the mean-field approach are

important here.

Magnetic anisotropy for an orthorhombic system is characterized by total energy calculations

for the magnetic moments along each of the three principal axes [32]. To first order, one can expand

this energy as

E = E0 +Kaak
2
a +Kbbk

2
b +Kcck

2
c (4.1)

where kii is the magnetic moment direction cosine along axis i and Kii the corresponding anisotropy

constant. One can eliminate one of the Ki using the Pythagorean theorem. To simplify matters,

however, we shall simply speak of energy differences relative to the groundstate.

For ZrMnP, we find, in good agreement with experiment, the [010] and [100] axes to be the

‘easy’ directions, separated by just 0.012 meV per Mn (in the calculation the [010] axis is the easy

axis). The [001] direction is the ‘hard’ direction, falling some 0.136 meV per Mn above the [010]

axis. On a volumetric basis this last energy difference is 0.49 MJ/m3. The calculated saturation

magnetic moment is 0.53 T and yields a calculated anisotropy field of 2.3 T. This is somewhat

less than the 4.6 T anisotropy field observed in the experiment. One recalls a similar discrepancy

in the MnBi ferromagnet [33, 34, 8], which has been argued as arising from correlation or lattice

dynamics effects; it is possible that similar effects are at work here.

For HfMnP (in the VCA calculation) we find, again in good agreement with experiment, the

[010] and [100] axes as the ‘easy’ directions, separated by 0.041 meV/Mn; as with ZrMnP the [010]

axis is calculated to be the easy axis. The [001] direction lies some 0.47 meV per Mn above the

[010] direction. This is a much larger anisotropy than found in the Zr compound and could suggest

the importance of the Hf atoms in the anisotropy. To check this we have run a calculation in which

spin-orbit coupling (the source of magnetocrystalline anisotropy) is turned off for the Mn atom, and
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computed the anisotropy. In fact we find from this calculation that just 30 percent of the magnetic

anisotropy arises from the Hf atom - fully 70 percent arises from the Mn atom. This is a surprising

result given that it is widely assumed that heavy elements (such as the rare earth elements) are

indispensable for magnetic anisotropy. Here it is in fact the 3d element Mn that generates most of

the anisotropy.

On a volumetric basis the total anisotropy is 1.78 MJ/m3, yielding an anisotropy field of 8.1 T.

This is in reasonable agreement with the 10 T value from the experiment, and the discrepancy

could arise from the effects mentioned for ZrMnP, or perhaps from the disorder in the sample. It is

worth noting that our calculation of disorder-free HfMnP finds a significantly smaller anisotropy of

1.43 MJ/m3. This suggests the importance of disorder to the anisotropy, and surprisingly suggests

that additional disorder might in fact increase the anisotropy from the substantial values already

found.

It is of interest to understand this large magnetic anisotropy. Presented in FIG. 4.11 is the

calculated VCA bandstructure of HfMnP in the orthorhombic Brillouin zone in the ferromagnetic

state, with spin-orbit coupling included (this mixes spin-up and spin-down states so that the bands

presented contain both characters). Two facts are immediately evident from the plot; firstly, there

are a large number of Fermi-level crossings, despite the general transfer of spectral weight away

from the Fermi level associated with the magnetic transition. Secondly, and more importantly,

there are a number of band crossings (indicated by the red ovals) that fall virtually at the Fermi

level.

Magnetic anisotropy arises from spin-orbit coupling and involves a sum of matrix elements

connecting occupied and unoccupied states at the same wavevector, divided by the energy difference

of these states (see Ref. [35] for the exact expression). From this fact it is clear that magnetic

materials that have a large amount of band crossings very near EF will generally have a larger

magnetic anisotropy, since this allows the coupling of occupied and unoccupied states with the

same wavevector and small energy denominator. HfMnP has several such features and it is most

likely these that cause the large magnetic anisotropy. We note also that the magnetic anisotropy
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Figure 4.11 The calculated bandstructure of HfMnP; note the multiple band crossings

near EF indicated by red ovals.

effect of these crossings will be sensitive to their exact position relative to EF and thus it is plausible

that disorder effects on the anisotropy are substantial, as we observe.

Perhaps the most important finding from the theoretical part the work is the large magnetic

anisotropy - 0.47 meV per Mn - found for HfMnP. On a per atom basis this is nearly eight times

the experimental value [36] of 0.06 meV per atom for hcp Cobalt. It is probable that this large

anisotropy is not specific to Mn, but originates in the unusual electronic structure anisotropic

orthorhombic structure. If it were possible to stabilize a 3d-based ferromagnet with this anisotropy,

but a higher proportion of the 3d element, one might obtain a very useful magnetic material without

the need for expensive rare-earth elements. Since materials with high proportions of Mn tend

towards antiferromagnetism, rather than the desired ferromagnetic alignment, such a magnetic

material might best be based on Fe, which often aligns ferromagnetically. One example of such a

material is Fe2P, which shows an MAE of 2.32 MJ/m3 [35], although this material is also affected

by a low Curie temperature.

In summary, HfMnP and ZrMnP single crysals were grown by a self-flux growth technique

and their structural, transport and magnetic properties were studied. Both of the phosphides are

ferromagnetic at room temperature. The Curie temperatures of ZrMnP and HfMnP are around
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370 K and 320 K respectively. The easy axis of magnetization is [100] for both compounds with

a small anisotropy field along [010] axes. The anisotropy field along [001] axes is found to be

4.5 T and 10 T for ZrMnP and HfMnP respectively. The spontaneous magnetizations of ZrMnP

and HfMnP at 50 K are determined to be 1.9µB/f.u. and 2.1µB/f.u. respectively. The magnetic

entropy change (∆S) of ZrMnP is found to be −6.7 kJm−3K−1 near its Curie temperature. The

observed magnetic properties are consistent with the first principle calculation results.
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[4] A. Edström, M. Werwiński, D. Iuşan, J. Rusz, O. Eriksson, K. P. Skokov, I. A. Radulov,
S. Ener, M. D. Kuz’min, J. Hong, M. Fries, D. Yu. Karpenkov, O. Gutfleisch, P. Toson, and



www.manaraa.com

134

J. Fidler. Magnetic properties of (Fe1−xCox)2B alloys and the effect of doping by 5d elements.
Phys. Rev. B, 92:174413, Nov 2015.
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CHAPTER 5. MAGNETIC PROPERTIES OF SINGLE CRYSTALLINE

ITINERANT FERROMAGNET AlFe2B2
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5.1 Abstract

Single crystals of AlFe2B2 have been grown using the self flux growth method and then measured

the structural properties, temperature and field dependent magnetization, and temperature depen-

dent electrical resistivity at ambient as well as high pressure. The Curie temperature of AlFe2B2

is determined to be 274 K. The measured saturation magnetization and the effective moment for

paramagnetic Fe-ion indicate the itinerant nature of the magnetism with a Rhode-Wohlfarth ratio

MC
Msat

≈ 1.21. Temperature dependent resistivity measurements under hydrostatic pressure shows

that transition temperature TC is suppressed down to 255 K for p = 2.24 GPa pressure with a sup-

pression rate of ∼ −8.9 K/GPa. The anisotropy fields and magnetocrystalline anisotropy constants

are in reasonable agreement with density functional theory calculations.

5.2 Introduction

In recent years, AlFe2B2 has attracted a growing research interest as a rare-earth free ferro-

magnet that might have potential as a magneto-caloric material [1, 2]. It is a layered material
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that has been identified as an itinerant ferromagnet [3]. AlFe2B2 was first reported by Jeitschko[4]

and independently by Kuz’ma and Chaban [5] in 1969. AlFe2B2 crystallizes in an orthorhombic

structure with space group Cmmm (Mn2AlB2 structure type). The Al atoms located in 2a crys-

tallographic position (0,0,0) form a plane which alternately stacks with Fe-B slabs formed by Fe

atoms; located at 4j (0, 0.3554, 0.5) and B atoms located at 4i (0,0.1987,0) positions [6]. A picture

of unit cell for AlFe2B2 is shown in Fig. 5.1(a). AlMn2B2 and AlCr2B2 are the other two known

iso-structural transition metal compounds. The magnetic nature of AlMn2B2 and AlCr2B2 is not

clearly understood [7]. Among these 3 members only AlFe2B2 is ferromagnetic; however the re-

ported magnetic parameters for AlFe2B2 show a lot of variation [3, 1, 6, 2, 8]. A good summary

of all these variations is presented tabular form in a very recent literature [9].

For example, the Curie temperature of this material is reported to fall within a window of 274

- 320 K depending up on the synthesis route. Initial work indicates that, the Curie temperature of

AlFe2B2 was 320 K [3]. The Curie temperature of Ga-flux grown AlFe2B2 was reported to be 307 K

and for arcmelted, polycrystalline samples it was reported to be 282 K [1]. The Curie temperature

for annealed, melt-spun ribbons was reported to be 312 K [6]. A Mössbauer study on arc-melted

and annealed sample has reported the Curie temperature of 300 K [2]. At the lower limit, the

Curie temperature of spark plasma sintered AlFe2B2 was reported to be 274 K [8]. The reported

saturation magnetic moment also manifests up to 25% variation from the theoretically predicted

saturation moment of 1.25 µB/Fe. The first reported saturation magnetization and effective mo-

ment values for AlFe2B2 were 1.9(2) µB/f.u. at 4.2 K and 4.8 µB/Fe respectively [3]. Similarly

Du et al. has reported the saturation magnetization moment of 1.32 µB/Fe at 5 K [10]. Recently,

Tan et al. has reported the saturation magnetization of 1.15 µB/Fe and 1.03 µB/Fe for before and

after the HCl etching of an arcmelted sample [1]. The lower saturation moment, after the acid

etching, suggested either the inclusion of Fe-rich magnetic impurities in the sample or degradation

of the sample with acid etching. Recently, a study pointed out that the content of impurity phases

decreases with excess of Al in the as cast alloy and by annealing [11]. The main reason for the

variation in reported magnetic parameters is the difficulty in preparing pure single crystal, single
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phase AlFe2B2 samples. To this end, detailed measurements on single phase, single crystalline

samples will provide unambiguous magnetic parameters and general insight into AlFe2B2.

In this work, we investigated the magnetic and transport properties of self-flux grown single crys-

talline AlFe2B2. We report single crystalline structural, magnetic and transport properties of

AlFe2B2. We find that AlFe2B2 is an itinerant ferromagnet with MC
Msat

≈ 1.14 and the Curie tem-

perature is initially linearly suppressed with hydrostatic pressure at rate of dTC
dp ∼ −8.9 K/GPa.

The magnetic anisotropy fields of AlFe2B2 are ∼ 1 T along [010] and ∼ 5 T along [001] direction.

The first magneto-crystalline anisotropic constants (K1s) at base temperature are determined to

be K010 ≈ 0.23 MJ/m3 and K001 ≈ 1.8 MJ/m3 along [010] and [001] directions respectively (The

subscript 1 is dropped for simplicity.).

5.3 Experimental Details

5.3.1 Crystal growth

Single crystalline samples were prepared using a self-flux growth technique[12]. First we con-

firmed that our initial stochiometry Al50Fe30B20 was a single phase liquid at 1200 ◦C. Starting

composition Al50Fe30B20 with elemental Al (Alfa Aesar, 99.999%), Fe (Alfa Aesar, 99.99%) and

B (Alfa Aesar, 99.99%) was arcmelted under an Ar atmosphere at least 4 times. The ingot was

then crushed with a metal cutter and put in a fritted alumina crucible set [13] under the partial

pressure of Ar inside an amorphous SiO2 jacket for the flux growth purpose. The growth ampoule

was heated to 1200 ◦C over 2-4 h and allowed to homogenize for 2 hours. The ampoule was then

placed in a centrifuge and all liquid was forced to the catch side of crucible. Given that all of the

melt was collected in catch crucible, this confirms that Al50Fe30B20 is liquid at 1200 ◦C.

Knowing that the arcmelted Al50Fe30B20 composition exists as a homogeneous melt at 1200 ◦C

, the cooling profile was optimised as following. The homogeneous melt at 1200 ◦C was cooled down

to 1180 ◦C over 1 h and slowly cooled down to 1080 ◦C over 30 h at which point the crucible limited,

plate-like crystals were separated from the remaining flux using a centrifuge. The large plate-like
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crystals had some Al13Fe4 impurity phase on their surfaces which was removed with dilute HCl

etching [8]. The as-grown single crystals are shown in the insets of Fig. 5.2(a).

Figure 5.1 (a) AlFe2B2 unit cell (b) HAADF STEM image shows uniform chemistry of the

AlFe2B2 crystal. The inset is a corresponding selected-area electron diffraction

pattern. (c) High resolution HAADF STEM image of AlFe2B2 taken along

[101] zone axis along with projection of a unit cell represented with Fe (red),

Al(green) and B (yellow) spheres. The structural pattern of Al and FeB slab

layers are also visible in unit cell shown in pannel (a). (d) EDS elemental

mapping without account of B scattering effect where green stripes are Al and

red stripes are Fe distributions.

5.3.2 Characterization and physical properties measurements

The crystal structure of AlFe2B2 was characterized with both single crystal X-ray diffraction

(XRD) and powder XRD. The single crystal XRD data were collected within a 4◦-29◦ angle value of

2θ using Bruker Smart APEX II diffractometer with graphite-monochromatized Mo-Kα radiation

source (λ = 0.71073 Å). The powder diffraction data were collected using a Rigaku MiniFlex II

diffractometer with Cu-Kα radiation. The acid etched AlFe2B2 crystals were ground to fine powder

and spread over a zero background, Si-wafer sample holder with help of a thin film of Dow Corning
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high vacuum grease. The diffraction intensity data were collected within a 2θ interval of 5◦-100◦

with a fixed dwelling time of 3 sec and a step size of 0.01◦.

The as-grown single crystalline sample was examined with a transmission electron microscopy to

obtain High-angle-annular-dark-field (HAADF) scanning transmission electron microscopy (STEM)

images, corresponding selected-area electron diffraction pattern and high resolution HAADF STEM

image of AlFe2B2 taken under [101] zone axis.

The anisotropic magnetic measurements were carried out in a Quantum Design Magnetic Prop-

erty Measurement System (MPMS) for 2 K ≤ T ≤ 300 K and a Versalab Vibrating Sample

Magnetometer (VSM) for 50 K≤ T ≤700 K.

The temperature dependent resistivity of AlFe2B2 was measured in a standard four-contact

configuration, with contacts prepared using silver epoxy. The excitation current was along the

crystallographic a-axis. AC resistivity measurement were performed in a Quantum Design Physical

Property Measurement System (PPMS) using 1 mA; 17 Hz excitation, with a cooling at a rate of

0.25 K/min. A Be-Cu/Ni-Cr-Al hybrid piston-cylinder cell similar to the one described in Ref. [14]

was used to apply pressure. Pressure values at the transition temperature TC were estimated by

linear interpolation between the room temperature pressure p300K and low temperature pressure

pT≤90K values [15, 16]. p300K values were inferred from the 300 K resistivity ratio ρ(p)/ρ(0 GPa) of

lead [17] and pT≤90K values were inferred from the Tc(p) of lead [18]. Good hydrostatic conditions

were achieved by using a 4:6 mixture of light mineral oil:n-pentane as a pressure medium; this

mixture solidifies at room temperature in the range 3 − 4 GPa, i.e., well above our maximum

pressure [14, 19, 16].

5.4 Experimental results

5.4.1 Structural characterization

The HAADF STEM image along with selected area diffraction pattern in the inset and high

resolution HAADF STEM image of AlFe2B2 taken under [101] zone axis and EDS Al-Fe elmental
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mapping are presented in pannels (b), (c) and (d) of Fig. 5.1. Taken together they strongly suggest

the uniform chemical composition of AlFe2B2 through out the sample.

The crystallographic solution and parameters refinement on the single crystalline XRD data

was performed using SHELXTL program package [20]. The Rietveld refined single crystalline data

are presented in TABLES 8.1, and 8.2. Using the atomic coordinates from the crystallographic

information file obtained from single crystal XRD data, powder XRD data were Rietveld refined

with RP = 0.1 using General Structure Analysis System [21] (Fig. 5.2 (a)). The lattice parameters

from the powder XRD are: a = 2.920(4) Å, b = 11.026(4) Å and c = 2.866(7) Å which are in

reasonable agreement with the single crystal data analysis values.

To confirm the crystallogrpahic orientation of the AlFe2B2 crystals, monochromatic Cu-Kα

XRD data were collected from the flat surface of the crystals and found to be {020} family as

shown in Fig. 5.2 (b), i.e. the [010] direction is perpendicular to the plate. However finding a

thick enough, flat, as grown facet with [100] and [001] direction was made difficult by the thin,

sheet-like morphology of the sample and its crucible limited growth nature. A [001] facet was cut

out of large crucible limited crystal as shown in the inset of Fig. 5.2(c). The monochromatic Cu-Kα

XRD pattern scattered from the cut surface confirms the [001] direction displaying the [001] and

[002] peaks (Fig. 5.2 (c)). To better illustrate the crystallographic orientations, powder XRD, and

monochromatic surface XRD patterns from the plate surface and cut edge are plotted together in

Fig. 5.2 (d). This plot clearly identifies that direction perpendicular to the plate is [010] and cut

edge surface is (001). Slight displacement of the surface XRD peaks is the result of the sample

height in the Bragg Brentano geometry. The splitting of [080] peak is observed by distinction of

Cu-Kα satellite XRD patterns usually observed at high diffraction angles.

5.5 Magnetic properties

The anisotropic magnetization data were measured using a sample with known crystallographic

orientation. The temperature dependent magnetization M(T) data along [100] axis is presented in
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Table 5.1 Crystal data and structure refinement for AlFe2B2.

Empirical formula AlFe2B2

Formula weight 160.3

Temperature 293(2) K

Wavelength 0.71073 Å

Crystal system, space group Orthorhombic, Cmmm

Unit cell dimensions a=2.9168(6) Å

b = 11.033(2) Å

c = 2.8660(6) Å

Volume 92.23(3) 103 Å3

Z, Calculated density 2, 5.75 g/cm3

Absorption coefficient 31.321 mm−1

F(000) 300

θ range (◦) 3.693 to 29.003

Limiting indices −3 ≤ h ≤ 3

−14 ≤ k ≤ 14

−3 ≤ l ≤ 3

Reflections collected 402

Independent reflections 7 [R(int) = 0.0329]

Absorption correction multi-scan, empirical

Refinement method Full-matrix least-squares

on F2

Data / restraints / parameters 74 / 0 / 12

Goodness-of-fit on F 2 1.193

Final R indices [I> 2σ(I)] R1 = 0.0181, wR2 = 0.0467

R indices (all data) R1 = 0.0180, wR2 = 0.0467

Largest difference peak and hole 0.679 and -0.880 e.Å−3

Table 5.2 Atomic coordinates and equivalent isotropic displacement parameters (A2) for

AlFe2B2. U(eq) is defined as one third of the trace of the orthogonalized Uij

tensor.

atom Wyckoff

site

x y z Ueq

Fe 4(j ) 0.0000 0.3539(1) 0.5000 0.006(6)

Al 2(a) 0.0000 0.0000 0.0000 0.006(7)

B 4(i) 0.0000 0.2066(5) 0.0000 0.009(7)
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Figure 5.2 (a) Powder XRD for AlFe2B2. I (Obs), I (Cal) and I (Bkg) stands for experi-

mental powder diffraction, Rietveld refined and instrumental background data.

The green vertical lines represent the Bragg reflection peaks and the I (Obs-Cal)

is the differential intensity between I (Obs) and I (Cal). The upper inset picture

shows the crucible limited growth nature of AlFe2B2. The lower inset picture

is the pieces of as grown plate-like crystals. (b) Monochromatic XRD pattern

from the plate surface of AlFe2B2. (c) Monochromatic XRD pattern from cut

surface [001] collected using Bragg-Brentano geometry. The left inset photo

shows the as grown AlFe2B2 crystal. The right inset picture is the photograph

of the cut section of the crystal parallel to (001) plane. The middle unidentified

peak might be due to a differently oriented shard of cut AlFe2B2 crystal. (d)

Comparison of the monochromatic surface XRD patterns from (b) and (c) with

powder XRD pattern from (a) within extended 2θ range of 60 - 70◦ to illustrate

the identification scheme of the crystallographic orientation.

Fig. 5.3(a). Both the Zero Field Cooled Warming (ZFCW) and Field Cooled(FC) M(T) data are

almost overlapping for 0.01 T applied field. The M(T) data suggest a Curie temperature (TC) of

∼ 275 K using an inflection point of M(T) data as a criterion. This value will be determined more

precisely below to be TC = 274 K using easy axis M(H) isotherms around Curie temperature.

Figure 5.3(b) shows the anisotropic, field-dependent magnetization at 2 K. The saturation

magnetization (Msat) at 2 K is determined to be 2.40 µB/f.u., i.e. roughly half of bulk BCC Fe

moment. The anisotropic M(H) data at 2 K show [100] is the easy axis, [010] axis is a harder

axis with an anisotropy field of ≈ 1 T and [001] is the hardest axis of magnetization with an

anisotropy field of ≈ 5 T. A Sucksmith-Thompson plot [22], using M(H ) data along [001], is shown
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Figure 5.3 (a) Temperature dependent magnetization with 0.01 T applied field along [100]

direction (b)) Field dependent magnetization along principle directions at 2 K.

[100] is the easy axis with smallest saturating field , [010] is the intermediate axis

with 1 T anisotropy and [001] is the hardest axis with∼ 5 T anisotropy field. (c)

Sucksmith-Thompson plot for M(H) data along [001] direction (and along [010]

in the inset) to estimate the magneto-crystalline anisotropy constants. The red

dash-dotted line is the linear fit to the hard axes isotherms at high field region

(> 3 T) whose Y-intercept is used to estimate the anisotropy constant K. (d)

Arrott plot obtained with easy axis isotherms within the temperature range of

265-285 K at a step of 1 K. The straight line through the origin is the tangent

to the isotherm corresponding to the transition temperature.

in Fig. 5.3(c). The inset to Fig. 5.3(c) shows data for H along [010]. In a Sucksmith-Thompson plot,

the Y-intercept of the linear fit of hard axis Hint
M vs M2 isotherm provides the magneto-crystalline

anisotropy constant (intercept = 2K1

MS
2 , MS being saturation magnetization at 2 K) of the material.

From these plots we determined K010 = 0.23 MJ/m3 and K001 = 1.78 MJ/m3 respectively.

Given that AlFe2B2 has TC ∼ room temperature, and is formed from earth abundant elements, it

is logical to examine it as a possible magnetocaloric material. The easy axis, [100], M(H) isotherms

around the Curie temperature (shown for the Arrott plot in Fig. 5.3(d)) were used to estimate the

magnetocaloric property for AlFe2B2 in-terms of entropy change using following equation [1, 23]:
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∆S(
T1 + T2

2
,∆H) ≈

µ0

T2 − T1

∫ Hf

Hi

M(T2, H)−M(T1, H)dH (5.1)

where Hi, Hf are initial and final applied fields and T2 − T1 is the change in temperature.

For this formula to be valid, T2 − T1 should be small. Here T2 − T1 is taken to be 1 K. The

entropy change calculation scheme in one complete cycle of magnetization and demagnetization

is estimated in terms of area between two consecutive isotherms between the given field limit as

shown in Fig. 5.4(a). The measured entropy change as a function of temperature is presented in

Fig. 5.4(b). The entropy change in 2 T and 3 T applied fields is maximum around 276 K being

3.78 Jkg−1K−1 and 4.87 Jkg−1K−1respectively. The 2 T applied field entropy change data of this

experiment agrees very well with reference [9], shown as 2 T∗ data in Fig. 5.4(b). The entropy

change values for our single crystalline samples are in close agreement with previously reported

polycrystalline sample measured values as well [1, 6].

Although, AlFe2B2 is a rare-earth free material, its magnetocaloric property is larger than lighter

rare-earth RT2X2 (R = rare earth T = transition metal, X = Si,Ge) compounds with ThCr2Si2-

type structure (space group I4/mmm) namely CeMn2Ge2(∼ 1.8 Jkg−1K−1) [24], PrMn2Ge0.8Si1.2(∼

1.0 Jkg−1K−1) [25] and Nd(Mn1−xFex)2Ge2(∼ 1.0 Jkg−1K−1) [26]. The entropy change of AlFe2B2

is significantly smaller than Gd5Si2Ge2(∼ 13 Jkg−1K−1), it has comparable entropy change with

elemental Gd(∼ 5.0 Jkg−1K−1) [27]. These results shows that AlFe2B2 has the potential to be used

for magnetocaloric material considering the abundance of its constituents.

To precisely determine the Curie temperature, an Arrott plot was constructed using a wider

range of M(H) isotherms along the [100] direction (Fig. 5.3(d)). In an Arrott plot M2 is plotted as

a function of Hint
M . Hint= Happ-N*M is internal field inside the sample after the demagnetization

field is subtracted. In this case the experimental demagnetization factor along the easy axis of

the sample was found to be almost negligible because of its thin, plate-like shape with the easy

axis lying along the longest dimension of the sample. The detail of determination of the exper-
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Figure 5.4 Magnetocaloric effect in AlFe2B2 obtained using M(H) isotherms along [100].

(a) showing the change in entropy (∆S) evaluation scheme at its highest value

(b) change in entropy with 2 T and 3 T applied fields using easy axis [100]

isotherms. For the sake of comparison, the 2 T∗ field data are taken from the

reference [9].

imental demagnetization factors and their comparison with theoretical data is explained in the

references [23] and [28]. The Arrott plots have a positive slope indicating the transition is second

order [29]. In the mean field approximation, in the limit of low fields, the Arrott isotherm corre-

sponding to the Curie temperature is a straight line and passes through the origin. In Fig. 5.3(d),

the isotherm corresponding to 276 K passes through the origin but it is not a perfectly straight

line. This suggests that the magnetic interaction in AlFe2B2 does not obey the mean-field theory.

In the mean-field theory, electron correlation and spin fluctuations are neglected, but these can be

significant around the transition temperature of an itinerant ferromagnet.
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Figure 5.5 Generalized Arrott plot of AlFe2B2 with magnetization data along [100] di-

rection within temperature range of 250 - 290 K at a step of 1 K. The

β = 0.30 ± 0.04 and γ = 1.180 ± 0.005 were determined from the Kouvel–

Fisher method. The two dash-dot straight lines are drawn to visualize the

intersection of the isotherms with the axes.

Since the Arrott plot data are not straight lines, a generalized Arrott plot is an alternative way

to better confirm the Curie temperature. The generalized Arrott plot derived from the equation of

the state [30]

(
Hint

M
)1/γ = a

T − TC
T

+ bM1/β (5.2)

is shown in Fig. 5.5. The critical exponents β and γ used in equation of state are derived from the

Kouvel-Fisher analysis[31, 32]. To determine β, the equation used was:

MS [
d

dT
(MS)]−1 =

T − TC
β

(5.3)

where the slope is 1
β . The value of the spontaneous magnetization around the transition temperature

was extracted from the Y-intercept of the M4 vs H
M [33] exploiting their straight line nature with

clear Y-intercept. The experimental value of β was determined to be 0.30 ± 0.04 as shown in

Fig. 5.6. The uncertainty in β was determined with fitting error as ∆β = δslope
slope2

.
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Figure 5.6 Determination of the critical exponents (β and γ)using Kouvel-Fisher plots.

See text for details.

Similarly, the value of critical exponent γ was determined with the equation:

χ−1[
d

dT
(χ−1)]−1 =

T − TC
γ

(5.4)

where the slope is 1
γ and χ−1(T ) is the initial high temperature inverse susceptibility near the

transition temperature. The experimental value of the γ was determined to be 1.180 ± 0.005 as

shown in Fig. 5.6.

Finally the third critical exponent δ was determined using the equation:

M ∝ H1/δ (5.5)

by plotting ln(M ) vs ln(H ) (Fig. 5.7) corresponding to Curie temperature 274 K. The experimental

value of the δ was determined by fitting ln(M ) vs ln(H ) over different ranges of applied field H.

Taking the average of the range of the δ value as shown in Fig. 5.7 we determine δ to be 4.9± 0.1

which was closely reproduced (4.93± 0.03) with Widom scaling theory δ = 1 + γ
β .

Additionally, the validity of Widom scaling theory demands that the magnetization data should

follow the scaling equation of the state. The scaling laws for a second order magnetic phase

transition relate the spontaneous magnetization MS(T) below TC , the inverse initial susceptibility

χ−1(T ) above TC , and the magnetization at TC with corresponding critical amplitudes by the

following power laws:

MS(T ) = M0(−ε)β, ε < 0 (5.6)
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isotherm at TC to check the consistency of β and γ via Widom scaling. The

data used for determining the exponent δ are highlighted with the red curve in

corresponding M(H) isotherm. The data in the low field region slightly deviate

from the linear behaviour in the logarithmic scale as shown in the inset. The

range dependency of the value of δ is illustrated with different colors tangents.

The field range for the fitted data is indicated in the parenthesis along with

the value of δ. See text for details.

χ−1(T ) = Γ(ε)γ , ε > 0 (5.7)

M = XH
1
δ (5.8)

Where M0, Γ and X are the critical amplitudes and ε = T−TC
TC

is the reduced temperature [34]. The

scaling hypothesis assumes the homogeneous order parameter which with scaling hypothesis can

be expressed as

M(H, ε) = εβf±(
H

εβ+γ
) (5.9)

Where f+(T> TC) and f−(T< TC) are the regular functions. With new renormalised parameters,

m = ε−βM(H, ε) and h = ε−(β+γ)M(H, ε) equation 5.9 can be written as

m = f±(h) (5.10)

Up to the linear order, the scaled m vs h graph is plotted as shown in Fig. 5.8 along with an inset in

log-log scale which clearly shows that all isotherms converge to the two curves one for T> TC and

other for T< TC . This graphically shows that all the critical exponents were properly renormalized.
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Figure 5.8 Normalized isotherms to check the validity of scaling hypothesis. The isotherms

in between 270-273 K are converged to higher value (T<TC) and isothems

inbetween 275-280 K are converged to lower value(T>TC). The inset shows

the corresponding log-log plot clearly bifurcated in two branches in low field

region.

Finally the consistency of the critical exponents β and γ is demonstrated (shown in Fig. 5.9(a))

by reproducing the initial spontaneous magnetization MS and χ−1(T ) near the transition tempera-

ture using the Y and X-intercept of generalized Arott plots as shown in Fig. 5.5 which overlaps with

MS obtained by M4 vs H
M [33] and and initial inverse susceptibility χ−1(T ) with 1 T applied field.

The extracted data well fit [34] with corresponding power laws in equation (6) and (7) as shown

in Fig. 5.9(b) giving β = 0.295 ± 0.002 and γ = 1.210 ± 0.003 which closely agree with previously

obtained K-F values.

The experimental value of the AlFe2B2 critical exponents ( γ = 1.18, β= 0.30, δ = 4.93 ) are

comparable to those of the 3 dimensional (3D) Ising model (γ = 1.25, β = 5
16 , δ = 5) [35] and

3D-XY model (γ = 1.32, β= 0.35, δ = 4.78 ) [36] rather than those of the mean-field model (γ =

1, β= 0.5, δ = 3). Further experimental measurements and theoretical would be needed to further

clarify the universality class of this material.

To measure the effective moment (Meff ) of the Fe above the Curie temperature, a Curie-

Weiss plot was prepared as shown in Fig. 5.9. The effective moment of the Fe-ion above the Curie
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Figure 5.9 Illustration of the consistency of the critical exponents β and γ used for gener-

alizes Arrott plot (a) by reproducing the initial spontaneous magnetization MS

and χ−1(T ) via Y and X-intercept of the generalized Arrott plot. (b) Fitting of

the extracted data (squares) from generalized Arrott plot with corresponding

power laws (red lines) in equation 6 and 7.

temperature was determined to be 2.15 µB. Since the effective moment above the Curie temperature

is almost equal to BCC Fe (2.2 µB) and the ordered moment at 2 K is significantly smaller than

Fe-ion (1.2 µB/Fe) giving the Rhode-Wohlfarth ratio ( MC
Msat

) nearly equal to 1.21, where effective

moment µeff =
√

(8 ∗ C) and C is the Curie-Weiss constant given as C = (µB)2

3∗R ∗MC(MC + 2),

this compound shows signs of an itinerant nature in its magnetization [37].

Itinerant magnetism, in general, can be tuned (meaning the size of magnetic moment and

Curie temperature can be altered significantly and sometime even suppressed completely) with an
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external parameter like pressure or chemical doping. As a case study, we investigated the influence

of the external pressure on the ferromagnetism of AlFe2B2.

Figure 5.10 shows the pressure dependent resistivity of single crystalline AlFe2B2 with current

applied along the crystallographic a-axis. It shows metallic behaviour with a residual resistivity of

60 µΩ cm. The metalic behavior was also predicted in density functional calculation as well [38].

The ambient pressure temperature dependent resistivity of AlFe2B2 shows a kink around 275 K,

indicating a loss of spin disorder scattering associated with the onset of ferromagnetic order. As

pressure is increased to 2.24 GPa the temperature of this kink is steadily reduced. To determine

the transition temperature TC , the maximum in the temperature derivative dρ/dT is used, as

shown in the inset of Fig. 5.10. The pressure dependence of TC , the temperature - pressure phase

diagram of AlFe2B2 is presented in Fig. 5.11. The transition temperature, TC , is suppressed from

275 K to 255 K when pressure is increased from 0 to 2.24 GPa, giving a suppression rate of -8.9

K/GPa. Interestingly, Curie temperature suppression rate of AlFe2B2 is found to be comparable

to the model itinerant magnetic materials like helimagnetic MnSi (∼ −15 K/GPa) [39], and weak

ferromagnets ZrZn2 (∼ −13 K/GPa) [40] and Ni3Al (∼ −4 K/GPa) [41]. A linear fitting of the

data as shown in Fig. 5.11 indicates that to completely suppress the TC around 31 GPa would be

required. Usually such linear extrapolation provide an upper estimate of the critical pressure.

First principles calculations

Theoretical calculations for AlFe2B2 were performed using the all electron density functional

theory code WIEN2K [42, 43, 44]. The generalized gradient approximation according to Perdew,

Burke, and Ernzerhof (PBE) [45] was used in our calculations. The sphere radii (RMT) were set

to 2.21, 2.17, and 1.53 Bohr for Fe, Al, and B, respectively. RKmax which defines the product

of the smallest sphere radius and the largest plane wave vector was set to 7.0. All calculations

were performed with the experimental lattice parameters as reported in reference [46] (which are

consistent with our results) and all internal coordinates were relaxed until internal forces on atoms

were less than 1 mRyd/Bohr-radius. All the calculations were performed in the collinear spin



www.manaraa.com

154

0 5 0 1 0 0 1 5 0 2 0 0 2 5 0 3 0 00

5 0

1 0 0

1 5 0

2 0 0

2 5 0

2 0 0 2 5 0 3 0 0

2

0
T C

��
( 1

0-6 Ω
 cm

)

T  (  K  )  

0  G P a
0 . 4 6
0 . 7 7
1 . 4 9
1 . 8 8
2 . 2 4

J / / a
T  (  K  )

d�
/dT

 ( 1
0-3 Ω

 cm
 K-1  ) T C

Figure 5.10 Evolution of the single crystal AlFe2B2 resistivity with hydrostatic pressure up

to 2.24 GPa. Pressure values at TC were estimated from linear interpolation

between the P300K and PT≤90K values (see text). Current was applied along

the crystallographic a-axis. Inset shows the evolution of temperature deriva-

tive dρ/dT with hydrostatic pressure. The peak positions in the derivative

were identified as transition temperature TC . Examples of TC are indicated

by arrows in the figure.

alignment. The magnetic anisotropy energy (MAE) was obtained by calculating the total energies

of the system with spin-orbit coupling (SOC) with the magnetic moment along the three principal

crystallographic axes. For these MAE calculations the k-point convergence was carefully checked,

and the calculations reported here were performed with 120,000 k-points in the full Brillouin zone.

Similar to the experimental observation, AlFe2B2 is calculated to have ferromagnetic behaviour,

with a saturation magnetic moment (we do not include the small Fe orbital moment) of 1.36 µB/Fe.

This is in reasonable agreement with the experimentally measured value of 1.21µB/Fe. Interestingly

this calculated magnetic moment on Fe, is significantly lower than the moment on Fe in BCC Fe

(2.2 µB/Fe ) further suggesting a degree of itinerant behaviour. The calculated density of states is

shown in Fig. 5.12. As expected for a Fe-based ferromagnet, the electronic structure in the vicinity

of the Fermi level is dominated by Fe d orbitals and we observe a substantial exchange splitting of

2-3 eV.
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pressure region of 0− 2.24 GPa the ferromagnetic transition temperature TC
is suppressed upon increasing pressure, with suppressing rate around −8.9
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Figure 5.12 The calculated density-of-states of AlFe2B2.

For an orthorhombic crystal structure, the magnetic anisotropy energy is described by total

energy calculations for the magnetic moments along each of the three principal axis [47]. For

AlFe2B2 we find, the [100] and [010] axes to be the “easy” directions, separated by just 0.016

meV per Fe, with [100] being the easiest axis. The [001] direction is the “hard” direction, which

lies 0.213 meV per Fe above the [100] axis. As in our previous work on HfMnP [23], this value

is much larger than the 0.06 meV value for hcp Co and likely results from a combination of the

orthorhombic crystal structure and the structural complexity associated with a ternary compound.

The 0.213 meV energy difference on a volumetric basis corresponds to a anisotropy constant K1

as 1.48 MJ/m3. (Note that we use the convention of the previous work and simply define K1 for
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an orthorhombic system as the energy difference between the hardest and easiest directions.) This

magnetic anisotropy constant describes the energy cost associated with the changing the orientation

of the magnetic moments under the application of a magnetic field, and is an essential component

for permanent magnets. It is noteworthy that this anisotropy is comparable to the value of 2 MJ/m3

proposed by Coey for an efficient permanent magnet [48], despite containing no heavy elements,

using the approximation that Ha ≈ 2µ0K1/Ms, with K as 1.48 MJ/m3 and Ms as 0.68 T, yields an

anisotropy field of 5.4 T, which is in excellent agreement with the experimentally measured value

of 5 T and K001 ≈ 1.8 MJ/m3.

5.6 Conclusions

Single crystalline AlFe2B2 was grown by self-flux-growth technique and structural, magnetic

and transport properties were studied. AlFe2B2 is an orthorhombic, metallic ferromagnet with

promising magnetocaloric behaviour. The Curie temperature of AlFe2B2 was determined to be

274 K using the generalized Arrott plot method along with estimation of critical exponents us-

ing Kouvel-Fisher analysis. The ordered magnetic moment (Msat) at 2 K is 1.20µB/Fe at 2 K

which is much less than paramagnetic Fe-ion moment at high temperature (2.15µB/Fe) indicating

itinerant magnetism. The magnetization in AlFe2B2 responds to the hydrostatic pressure with

dTC
dP ∼ −8.9 K/GPa. A linear extrapolation of this TC(P ) trend leads to an upper estimate of

∼ 30 GPa required to fully supress the transition. The saturation magnetization and anisotropic

magnetic field predicted by first principle calculations are in close agreement with the experimental

results. The magneto-crystalline anisotropy fields were determined to be 1 T along [010] and 5 T

along [001] direction w. r. to easy axis [100]. The magneto-crystalline anisotropy constants at 2 K

are determined to be K010 ≈ 0.23 MJ/m3 and K001 ≈ 1.8 MJ/m3.
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6.1 abstract

We present self flux growth and characterization of single crystalline AlMn2B2. It is an or-

thorhombic (space group Cmmm), layered material with a plate like morphology. The anisotropic

bulk magnetization data, electrical transport and 11B nuclear magnetic resonance (NMR) data

revealed an antiferromagnetic (AFM) transition at 313 ± 2 K. In the magnetization data, there is

also a broad local maximum significantly above the AFM transition that could be a signature of

low dimensional magnetic interactions in AlMn2B2.

6.2 Introduction

The AlT2B2 (T = Fe, Cr, Mn) system crystallizes in the orthorhombic, Cmmm structure and

adopts a layer morphology with an internal structure of alternate stacking of Al atom planes and

T2B2 slabs along the b-axis [1]. A representative unit cell of AlMn2B2 is shown in Fig. 6.1(a) to

demonstrate this atomic structure. AlT2B2 compounds are interesting, specially for potential rare
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earth free magnetocaloric materials and soft magnetic materials. AlFe2B2 is ferromagnetic and

studied for its magneto-caloric and anisotropic magnetic properties [2, 3, 4]. Understanding the

magnetic properties of the neighbouring, isostructural compounds can provide further insight in

to the series as well as how to tune the magnetocaloric property of the AlFe2B2 via substitution.

We started this work to clarify the magnetic properties of AlMn2B2 since it was identified as a

nonmagnetic material [5]. In addition, some inconsistencies between bulk and local probe magnetic

measurements in the Al(Fe1−xMnx)2B2 were observed. A later first principle calculation suggested

that AlMn2B2 should be an anti-ferromagnetic compound [6]. In a recent powder neutron study,

AlMn2B2 is identified as a ceramic AFM compound [7] with Neel temperature around 390 K. A

study of lattice parameters variation from room temperature to 1200 K revealed that there is a

change in anisotropy nature in a and c lattice parameters around 450 K and a local minimum in

b lattice parameters around 400 K [8]. The lack of a clear description of the nature or number of

magnetic phase transitions in AlMn2B2 led us to grow and systematically study single crystalline

samples.

This paper reports the synthesis of bulk single crystals via high-temperature solution growth and

their characterization via high and low temperature magnetization, NMR, and electrical resistance

measurements. We find that AlMn2B2 is a metallic antiferromagnet with a transition temperature

of TN = 313 ± 2 K. In addition we find that AlMn2B2 has features associated with pseudo-two-

dimensional magnets.

6.3 Experimental Details

6.3.1 Crystal growth

Solution growth is a powerful tool even for compounds with high melting elements like B [9,

3, 10]. The major difficulty associated with solution growth is finding an initial composition that

allows for growth of the single phase, desired compound. For example, CaKFe4As4 growth in single

phase form presents an illustrative example [11]. Fortunately, with the innovation of fritted alumina
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Table 6.1 Crystal data and structure refinement for AlMn2B2.

Empirical formula AlMn2B2

Formula weight 158.48

Temperature 296(2) K

Wavelength 0.71073 Å

Crystal system, space group Orthorhombic, Cmmm

Unit cell dimensions a=2.9215(1) Å

b = 11.0709(6) Å

c = 2.8972(2) Å

Volume 93.706(9) 103 Å3

Z, Calculated density 2, 5.63 g/cm3

Absorption coefficient 6.704 mm−1

F(000) 73

θ range (◦) 3.693 to 29.003

Limiting indices −5 ≤ h ≤ 5

−22 ≤ k ≤ 22

−5 ≤ l ≤ 5

Reflections collected 1467

Independent reflections 270 [R(int) = 0.0401]

Completeness to theta = 25.242◦ 98.5%

Absorption correction multi-scan, empirical

Refinement method Full-matrix least-squares

Data / restraints / parameters 270 / 0 / 12

Goodness-of-fit on F 2 1.101

Final R indices [I> 2σ(I)] R1 = 0.0362, wR2 = 0.0817

R indices (all data) R1 = 0.0387, wR2 = 0.0824

Largest diff. peak and hole 2.341 and -1.249 e.Å−3

Table 6.2 Atomic coordinates and equivalent isotropic displacement parameters (A2) for

AlMn2B2. U(eq) is defined as one third of the trace of the orthogonalized Uij

tensor.

atom Wyckoff

site

x y z Ueq

Mn 4j 0 0.3552(1) 1/2 0.0070(1)

Al 2a 0 0 0 0.0067(5)

B 4i 0 0.2065(5) 0 0.0070(1)
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Figure 6.1 (a)AlMn2B2 unit cell showing Mn2B2 slabs stacked with Al layer (b) Concen-

trated NaOH etched AlMn2B2 single crystals

crucibles sets [12] we can now reuse decanted melt and essentially fractionate the melt, as described

below.

Al shot (Alfa Aesar 99.999%), B pieces (Alfa Aesar 99.5% metal basis) and Mn pieces (Alfa

Aesar 99.9% metal basis) after surface oxidation cleaning as described elsewhere [13] were used for

the crystal growth process. We started with an Al rich composition, Al68Mn22B10, and arc-melted

it at least 4 times under an Ar atmosphere. The button was then cut with a metal cutter and re-

arcmelted if some not-reacted B pieces were found. After the button appeared to be homogeneous,

it was packed in a fritted alumina crucible set [12] and sealed under partial pressure of argon inside

amorphous silica jacket to form a growth ampoule. The growth ampoule was then heated to 1200 ◦C

over 2 h and soaked there for 10 h before spinning using a centrifuge. Due to high melting point of B

containing compounds, homogeneous liquid was not formed at 1200 ◦C. Undissolved polycrystalline

MnB and Al-Mn binary compounds were separated at 1200 ◦C via centrifuging. The catch crucible

collected the homogeneous melt at 1200 ◦C was again sealed in a fritted alumina crucible sets under

Ar atmosphere to form second growth ampoule. This second ampoule was heated to 1200 ◦C over

2 h, held there for another 10 h and cooled down to 1100 ◦C over 50 h and spun using centrifuge

to separate the crystals. The second growth attempt produced a mixture of the targeted AlMn2B2

phase along with MnB crystals. So as to avoid this MnB contamination, the catch crucible of the
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Figure 6.2 (a) SEM image of AlMn2B2 single crystalline sample along the planar view

(with electron beam parallel to [010]) (b) SEM image of AlMn2B2 in a cross

sectional view with electron beam parallel to [100].
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Figure 6.3 Single crystal crushed powder XRD pattern where I (Obs), I (Cal), I (Bkg)

and I (Obs-Cal) are observed, calculated, background and differential diffrac-

trograms respectively.

second growth was used for a third growth and sealed again under a partial pressure of Ar. For

this stage, to make sure there are no other nucleated crystals, the third growth growth was heated

to 1200 ◦C over 2 h and soaked there for 2 h. It was then cooled down to 1100 ◦C over 1 h and

stayed there for 1 h followed by slow cooling to 990 ◦C over 120 h and centrifuged to separate large,

single phased AlMn2B2 crystals as shown in Fig. 6.1(b). The flux on the surface was removed via

concentrated NaOH etching.

It should be noted that predominantly single phase AlMn2B2 crystals were grown in single

growth attempt using initial Al84Mn8B8 composition however the crystals were small, due to mul-

tiple nucleation sites.

6.4 Crystal structure and stoichiometry

As grown single crystals were characterized using a scanning electron microscope (SEM), as well

as both powder and single crystal X-ray diffraction (XRD). Figures 6.2(a) and (b) show the planar

and cross sectional backscattered SEM images of AlMn2B2 single crystals which show predomi-
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Figure 6.4 Crystallographic orientation characterization of AlMn2B2 surfaces using

monochromatic Cu Kα radiation in Bragg Brentano diffraction geometry. The

top curve shows the family of [020] peaks identifying direction perpendicular

to plate as [010]. The direction along the thickness of the plates is found to

be [001] leaving the direction along the length as [100]. The vertical grid line

through the [110] powder diffraction peak (not labeled in diagram) is a reference

to identify [001] and [040] peaks observed for different facets.

nantly homogeneous compositions. The small linear grooves are the cracked layers associated with

the SEM sample polishing. Being a layered material, it can be easily cleaved and deformed. Boron

is difficult to account for correctly in electron dispersive spectroscopy(EDS), as a consequence of

this we determined only the Mn:Al ratio for two different batches of single crystalline samples. In

first batch, 13 spots were analyzed in EDS with Mn:Al ratio of 2.07 for all characteristics X-ray

emissions. Similarly, an 8 spot analysis in the second batch provided the Mn:Al ratio to be 2.12

for characteristics K -lines for all elements. With the L-characteristics-lines analysis, a ratio of 2.51

was obtained for the second batch. Without the creation and use of Mn-Al-B based standards,

further characterization by EDS is difficult.

Although the EDS results are qualitatively in agreement with the AlMn2B2 structure, to more

precisely determine the composition and structure, multiple batches of AlMn2B2 were investigated
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using single crystal XRD technique. Single crystalline XRD data were collected with the use of

graphite monochromatized Mo Kα radiation (λ=0.71073 Å) at room temperature on a Bruker

APEX2 diffractometer. Reflections were gathered by taking five sets of 440 frames with 0.5◦ scans

in ω/θ, with an exposure time of 10 s per frame and the crystal-to-detector distance of 6 cm. The

structure solution and refinement for single crystal data was carried out using SHELXTL program

package [14]. Attempts to refine occupancies of each site indicated full occupancy(< 3σ). The final

stage of refinement was performed using anisotropic displacement parameters for all the atoms.

The refinement metrics and atomic coordinates are presented in TABLE 8.1 and 8.2 respectively.

The single crystalline refinement showed AlMn2B2 as a stoichiometric material.

Etched single crystals were finely ground and spread over a zero background silicon wafer sample

holder with help of a thin film of Dow Corning high vacuum grease. Powder diffraction data were

obtained using a Rigaku Miniflex II diffractometer within a 2θ range of 10 - 100◦ with a step of

0.02◦ and dwelling time of 3 seconds for data acquisition. The crystallographic information file

from the single crystal XRD solution was used to fit the powder XRD data using GSAS [15] and

EXPGUI [16] software packages. Figure 6.3 shows the Rietveld refined powder XRD pattern with

R factor of 0.08. Being a relatively hard, layered material, texture is visible along [020] direction

although March Dollase texture correction was employed to account for this intensity mismatch.

To identify the crystallographic orientation of the AlMn2B2 single crystals, we employed the

monochromatic X-ray diffraction from the crystallographic surfaces in the Bragg-Brentano geometry

[17, 3]. The direction perpendicular to the plate was identified to be [010] since a family of {020}

lines were observed in the diffraction pattern as shown in blue curve in Fig. 6.4. The plate was

held vertical and the family of {001} peaks were obtained as shown in red curve of Fig. 6.4.

The monochromatic x-ray surface diffraction peaks were compared with powder diffraction data

to correctly identify their directions. A vertical line through the powder [110] peak was used as a

reference point of comparison as shown in Fig. 6.4. Then the last remaining direction was identified

to be [100] along the length of the crystals. A reference coordinate system is shown in Fig. 6.1(b)

to demonstrate the crystallographic orientations of AlMn2B2 crystals.
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Figure 6.5 Temperature dependent normalized resistance (left axis) and temperature

derivative (right axis) of AlMn2B2. The resistance is metallic in nature. The

temperature derivative shows an anomaly at 313 ± 2 K consistent with an

AFM phase transition.

6.5 Electric and Magnetic properties

The temperature dependent electrical resistance of AlMn2B2 was measured in a traditional 4

probe measurement on a NaOH etched, rod like sample using an external device control option to

interface with a Linear Research, Inc. ac (1 mA, 17 Hz) resistance bridge (LR 700). Thin platinum

wires were attached to the sample using DuPont 4929N silver paint to make electrical contact.

Quantum Design Magnetic Property Measurement System (MPMS) was used as a temperature

controller. The measured temperature dependent electrical resistance of AlMn2B2 is shown in

Fig. 6.5. These data further confirm that our single crystals are essentially stoichiometric AlMn2B2;

given that the residual resistivity ratio (R(350.0K)
R(2.0K) ) is 28.5, there is relatively low disorder scattering.

In addition, a very clear feature is seen in both R(T) and d(R(T ))
dT at T = 313 ± 2 K. Such features

are often related to a loss of spin disorder scattering at a magnetic transition [18]. As such, these

data are our first suggestion that AlMn2B2 may indeed have some form of magnetic order below

315 K.
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Figure 6.6 Low temperature (2 - 350 K) M/H along various crystallographic axes of

AlMn2B2 sample as outlined in the graph. The inset shows d(M∗T/H)
dT as a

function of temperature.

The magnetic properties of AlMn2B2 were studied from a base temperature of 2 K to 700 K. Low

temperature anisotropic magnetization data of single crystalline AlMn2B2 samples were measured

within the temperature range 2 - 350 K using a MPMS. High temperature, anisotropic temperature

dependent magnetization data were obtained using a Quantum Design VersaLab Vibrating Sample

Magnetometer (VSM) over the temperature range 300 - 700 K in an oven option mode.

The low temperature anisotropic susceptibility data, with H = 3 T applied field, are presented

in Fig. 6.6. Below 50 K, the magnetization data show a low temperature upturn as reported in a

previous literature [5]. In all three directions, there is a clear anomaly in susceptibility data around

312 K. The inset shows d(M∗T/H)
dT as a function of temperature [19] showing a clear anomaly around

312 K identifying AlMn2B2 as a AFM material. The observed anomaly in d(M∗T/H)
dT coincides with

the kink observed in dR
dT .

Recently, AlMn2B2 was reported to be AFM however Neel temperature was reported to be

around 390 K [7]. To examine higher temperatures, our high temperature susceptibility data,

obtained using our VSM are presented in Fig. 6.7(a) and 6.7(b). Although a broad local maximum
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Figure 6.7 (a) High temperature susceptibility data along various axes measured using

VSM. There are shallow anomalies present around 313± 2 K for each directions.

(b) Corresponding Curie Weiss plots identifying AlMn2B2 as an AFM material

with θ010 = - 815 K, θ100 = - 750 K, and θ001 = - 835 K respectively.

of the susceptibility around 350 - 390 K for different axes, consistent to reference[[7]] was found, the

d(M∗T/H)
dT did not show any anomaly. The only clear and conclusive feature in the high temperature

data associated with a magnetic transition is the feature at 313 ± 2 K. The broad local maximum

in magnetization well above the transition temperature can be associated with low dimensional,

or linear chain anisotropic Heisenberg anitiferromagnetism [20, 21, 22, 23, 24]. The fitted Curie

Weiss temperatures for various axes were obtained to be θ010 = - 815 K, θ100 = - 750 K, and θ001

= - 835 K. From the average slope of Curie Weiss plot, the effective moment of Mn is found to be

∼2.5µB/Mn.
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Figure 6.8 Field dependent magnetization M(H) of AlMn2B2 at 2 K. The magnetization

along [010] direction shows a saturation magnetization of 0.02 µB/Mn with

respect to other two principle directions outlined with a linear fit of the high

field region data. The M(H) data along [010] direction shows no magnetic

hysteresis i.e. the almost overlapping 2 red curves for increasing and decreasing

field. The At higher field region, all 3 M(H) data have the same slopes.

At low temperature, T ≤ 50 K, in Fig. 6.6 there is a clear upturn in the M/H data, particularly

for H along the [010] direction. In order to better understand this we measured the anisotropic

field dependent magnetization at 2 K as shown in Fig. 6.8. For fields greater than 4 T the slopes

of the M(H) plots are comparable for all three directions. For H ‖ [010], there is a roughly 0.02

µB/Mn offset due to Brillouin function type magnetization for µ0H ≤ 3 T. The origin of this small,

anisotropic contribution is currently not known.
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Figure 6.9 11B-NMR spectra (a) and their Knight Shifts (b) measured at different temper-

atures from 315 to 430 K with H = 7.4089 T. (c) Knight Shift as a function of

susceptibility with temperature as an implicit parameter where the black line

shows a linear fit.

6.6 Nuclear Magnetic resonance Study

To further investigate the magnetism of AlMn2B2, we carried out 11B-NMR measurements at

various temperatures between 5 K and 430 K as presented in Figs. 6.9 - 6.11. To perform the NMR

measurements for the temperature region of T = 5 - 295 K, crushed single crystalline powder was

enclosed in a weighing paper folded closed cylindrical tube and inserted inside the NMR coil. For the

higher temperature NMR measurements up to 430 K from room temperature, the crushed powder

was sealed under 1
3 atmospheric pressure of Ar inside a ∼1 mm internal diameter amorphous silica

tube. The NMR measurements were carried out using a lab-built phase coherent spin-echo pulsed

NMR spectrometer on 11B (nuclear spin I = 3
2 and gyromagnetic ratio γN

2π = 13.6552 MHz/T) nuclei

in the temperature range 5 < T < 430 K. NMR spectra were obtained either by Fourier transform

of the NMR echo signals, by sweeping frequency or by sweeping magnetic field. Magnetic phase
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Figure 6.10 11B-NMR spectra measured at H = 7.4089 T by sweeping frequency. Inset

shows the six nearest Mn neighbors of B with a possible antiferromagnetic

spin orientation [7].

transition was studied analyzing the full width at half maximum (FWHM ) of 11B-NMR spectra

and spin-lattice relaxation rate 1
T1

. The 11B 1
T1

was measured by the conventional single saturation

pulse method.

Figure 6.9(a) shows the 11B-NMR spectra obtained by Fourier transform of the NMR spin

echo for temperatures in the range 315 - 430 K at H = 7.4089 T. Throughout the range of study,

the FWHM ∼29 kHz is nearly independent of temperature. Figure 6.9(b) shows the temperature

dependence of the NMR shift (K ) in the paramagnetic state, where K decreases with increasing

T. The temperature dependence of K follows that of χ as shown in Fig. 6.9(c) where K is plotted

as a function of χ with temperature as an implicit parameter. From the slope of the K -χ plot,
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Figure 6.11 11B-NMR spectra measured at different temperatures between 5 K and 295

K measured using field sweeping method. A noticeable change in shape of
11B-NMR peaks around 50 K coincides with changing the magnetic anisotropy

between [100]/[001] and [010] directions as shown in Fig. 6.6.

the hyperfine coupling constant Ahf is estimated to be - 12 kOe/µB using the relation of K = Ahf

χ/µBN A where N A is the Avogadro number. The total hyperfine coupling constant at the B site

is generally the sum of the transferred hyperfine (Atrans) and dipolar (Adip) couplings produced by

the Mn spins: Ahf = zAtrans + Adip where z = 6 is the number of nearest neighbor Mn spins with

respect to the B site. The dipolar coupling was calculated to be at most 1 kOe/µB which is one order

magnitude smaller than the total hyperfine field. This suggests that the dominant contribution of

the total hyperfine coupling is due to the transferred hyperfine coupling at the B site. Below 315 K,

as shown in Fig. 6.10, the 11B-NMR line broadens abruptly and has an almost rectangular shape at

low temperatures. Since the rectangular shape is characteristic of NMR spectrum in AFM ordered
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Figure 6.12 (a) Temperature dependence of FWHM 11B-NMR spectra in powdered

AlMn2B2 sample showing AFM transition around 315 K. (b) Power law fitting

of the observed temperature variation of 11B FWHM in the temperature range

295 - 315 K as FWHM ∝ [1− ( T
TN

)]β with TN = 314 K and β = 0.21± 0.02.

state for powder sample, the results clearly indicate that the magnetic phase transition around 315

K is AFM. Similar rectangular NMR spectra in AFM state have been observed in BiMn2PO6 [25],

NaVGe2O6 [26], CuV2O6 [27], and BaCo2V2O8 [28] .

In the low temperature range between 5 - 295 K, several 11B-NMR spectra were measured at

a frequency of f = 44.32 MHz by sweeping the magnetic field as shown in Fig. 6.11. The FWHM

increases with decreasing temperature and shows nearly constant (∼0.07 T) down to ∼50 K. Below

50 K, the FWHM slightly decreases, where the shape of the spectrum changes and the edges of the

lines are smeared out. These results suggest a change in magnetic state around 50 K. Although

it is not clear at present, it is interesting if the change relates to the strong enhancement of χb
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Figure 6.13 The relaxation rate ( 1
T1

) is plotted as a function of T from 293 K to 450

K. The transition temperature at 315 K is evidenced by a sharp peak of 1
T1

.

The black line is the best fit with a weak itinerant antiferromagnet model:

( 1
T1

= 0.03T
|(T−TN)|1/2 + 0.02T ). The red line shows the temperature dependence

of χT . The black dotted line exhibits the contribution of the Korringa-type

relation ( 1
T1

= 0.02T ) to the weak antiferromagnet model.

below 50 K as shown in Fig. 6.6. NMR measurements on single crystals could provide additional

information in this issue. This is the future work.

Figure 6.12(a) shows the temperature variation of the FWHM of the 11B-NMR spectra between

5 - 430 K. Since the FWHM of the powder NMR spectrum in AFM state corresponds to the twice

of the internal field (Hint) at the B site produced by Mn ordered moments [25, 26, 27, 28, 29],

the temperature dependence of FWHM reflects the temperature dependence of the Mn sub-lattice

magnetization. Therefore, one can obtain the critical exponent (β) of the order parameter using

the formula FWHM ∝ (1− T
TN

)β. The maximum value of β = 0.21± 0.02 with TN = 314 K was

obtained by fitting the data points in the range 295 K - 315 K close to TN as shown in Fig. 6.12(b).

Very nominal change was observed in the fitted β parameter with the extension of fitted range

toward the low temperature. The observed change in critical exponent β was within the error
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bar for all the temperature range. This power law fittings of FWHM provided lower value of

β = 0.21 ± 0.02 (for 3D Heisenberg model β ∼ 0.345) suggesting a low dimensional magnetism as

discussed in reference [20].

In general, one may be able to estimate an ordered magnetic moment in the magnetically

ordered state if the hyperfine coupling constant and the internal field were known. However, in

antiferromagnetic states, the estimation of the ordered magnetic moment is not straightforward

due to a cancelation of hyperfine fields. Taking the spin structure from the neutron diffraction

measurements [7] shown in the inset of Fig. 6.10 into consideration, a small internal field at the

B site is expected due to the cancellation of the transferred hyperfine fields produced by the six

nearest neighbor Mn ions in AlMn2B2. In fact, using the observed internal field (|H int| ∼ 0.35 kOe)

and the total hyperfine coupling constant of -12 kOe/µB, the ordered moment is estimated to be

0.03 µB which is much smaller than the reported value of 0.71 /µB, evidencing the cancellation of

the hyperfine field at the B site in the antiferromagnetic state. If we assume that the transferred

hyperfine field at the B site from each Mn ion is the same for the six nearest neighbor Mn ions, zero

internal field is expected due to a perfect cancellation. The observed small H int could originate

from a nonperfect cancellation of the hyperfine field due to the orthorhombic symmetry where the

assumption of the uniform hyperfine field from the six Mn spins is slightly broken down, making

the analysis more complicated. The dipolar field may also contribute to the small internal field in

the antiferromagnetic state. Further detailed analysis is required to estimate the ordered magnetic

moment in AlMn2B2 using the NMR data, which is beyond the scope of the present manuscript.

To study the dynamical properties of the Mn spins in high temperature range, the spin lattice

relaxation rates ( 1
T1

) at the 11B site were measured from room temperature to 430 K. Figure 6.13

shows the temperature dependence of 1
T1

where 1
T1

shows a clear peak at 315 K, evidencing again

the AFM ordering. On the other hand, no clear anomaly in the temperature dependence of 1
T1

is

observed around 390 K where the magnetic susceptibility exhibits a broad local maximum. There-

fore, the broad maximum in the magnetic susceptibility is not associated with a magnetic ordering,
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but it could be attributed to a two dimensional magnetic character in AlMn2B2 as observed in 2D

AFM compounds such as BaMn2Si2O7 [20].

Finally it is interesting to discuss the nature of the magnetic fluctuations in AlMn2B2 based

on the T1 data. Since the ordered magnetic moment in the antiferromagnetic state is reported to

be 0.71µB [7], the compound could be regarded as a weak itinerant antiferromagnet. According to

self-consistent renormalization theory [30], 1
T1

for weak itinerant antiferromagnets is described as

1
T1

= aT
|(T−TN)|1/2 + bT where the first term originates from antiferromagnetic fluctuations around a

wavevector q = Q (Q being antiferromagnetic wavevector) and the second term is due to Korringa-

type relaxation, characteristic feature of metallic materials [31]. As shown by the black line in

Fig. 6.13, although the equation with a = 0.03 (s−1K−0.5) and b = 0.02 (s−1K−1) seems to re-

produce the data close TN, the temperature dependence of 1
T1

above T ∼325 K cannot be well

reproduced. Instead, we found the temperature dependence of 1
T1

above 325 K is well reproduced

by the temperature dependence of χT shown by the red line in Fig. 6.13. Such a behavior of

1
T1
∼ χT has been observed in many antiferromagnetic insulators with local moments such as

Pb2VO(PO4)2 [32], VOMoO4 [33] and BiMn2PO6 [25]. These results suggest that the magnetic

fluctuations in the paramagnetic state of AlMn2B2 are dominated by the uniform paramagnetic

fluctuations, similar to the localized spin systems. Further experiments are required to characterize

the magnetic fluctuations in the AFM state well below TN , which will be a future project.

6.7 Conclusions

Structural, electrical transport and magnetic properties were studied on self flux grown single

crystalline AlMn2B2 samples. All these measurements revealed that AlMn2B2 as an AFM com-

pound with a transition temperature around 313±2 K. At higher temperature broad hump, well

above the transition temperature, could be the signature of low dimensional magnetic interaction

in AlMn2B2 above the room temperature.
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CHAPTER 7. Ce3−xMgxCo9: TRANSFORMATION OF A PAULI
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7.1 Abstract

We report on the synthesis of single-crystal and polycrystalline samples of Ce3−xMgxCo9 solid

solution (0 ≤ x . 1.4) and characterization of their structural and magnetic properties. The crystal

structure remains rhombohedral in the whole composition range and Mg partially replaces Ce in the

6c site of the CeCo3 structure. Ferromagnetism is induced by Mg substitutions starting as low as

x = 0.18 and reaching a Curie temperature as high as 450 K for x = 1.35. Measurements on single

crystals with x = 1.34 and TC = 440 K indicate an axial magnetic anisotropy with an anisotropy

field of 6 T and a magnetization of 6µB/f.u. at 300 K. Coercicity is observed in the polycrystalline

samples consistent with the observed axial magnetic anisotropy. Our discovery of ferromagnetism

with large axial magnetic anisotropy induced by substituting a rare-earth element by Mg is a very

promising result in the search of inexpensive permanent-magnet materials and suggests that other

nonmagnetic phases, similar to CeCo3, may also conceal nearby ferromagnetic phases.
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7.2 Introduction

Current rare-earth-based commercial magnets contain local-moment-bearing rare-earth ele-

ments, mainly Nd, Sm and Dy whose availability is, according to the United States Department of

Energy, important to the clean energy economy and also have an associated supply risk. Alternative

to finding a long sought rare earth free, high flux permanent magnet, attempts to find Ce-based

permanent magnets or substituting Ce for more critical rare-earth elements could be a pragmatic

strategy to address the criticality problem since Ce is a relatively more abundant rare earth [1] with

easier extraction chemistry. Ce is relatively easy to separate from the other rare earths since it can

easily be oxidised to CeO2 via roasting from which it can be precipitated out in acidic solutions

[2, 3]. Ce can be, in theory as well as experiment, a substitute for critical rare-earths without much

compromise in magnetic properties [4]. Because of the volatile price of critical rare-earths, Ce is

drawing attention for developing gap-magnets which will populate the gap in energy product (in

the range of 10-20 MGOe) in between low flux (Alnico, ferrites) and commercial rare-earth based

magnets such as SmCo5 and Nd2Fe14B. Additionally, the study of new Ce based compounds often

can reveal interesting physics; Ce exhibits diverse electronic and magnetic properties like local mo-

ment bearing Ce3+ ion, nonmagnetic Ce4+ ion, mixed valency, intermediate valence and itinerant

magnetism.

Ce3−xMgxCo9 alloys are substitution derivatives of CeCo3 in which Mg partially replace Ce

in the 6c position. The hydrogenation properties of the compound Ce2MgCo9 (x = 1) and

Nd3−xMgxCo9 alloys (x ≤ 1.5) have been recently investigated [5, 6]. In addition, it was shown

that the substitution of Nd by Mg increases the Curie temperature from 381 K for NdCo3 [7] to

633 K for Nd2MgCo9 [6].

In this work we present structural and magnetic properties of both single crystalline and poly-

crystalline Ce3−xMgxCo9 for 0 ≤ x . 1.4. The anisotropic magnetic properties are studied for

a single crystal of Ce1.662(4)Mg1.338(4)Co9 (Hereafter we round off the single crystalline composi-

tion to 3-significant digits as Ce1.66Mg1.34Co9.). We find a remarkable transformation of a Pauli-
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paramagnet CeCo3 (Ce3Co9) into the potential permanent magnet Ce3−xMgxCo9 which develops

2.2 MJ/m3 of uniaxial anisotropy energy at 2 K for the Ce1.66Mg1.34Co9.
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Figure 7.1 Co-rich portion of the Co-Mg-Ce ternary phase diagram showing the

Ce3−xMgxCo9 solid solution line and 1:2 type impurity phases. Ce9Mg24Co9

is the optimised initial melt composition for the solution growth of single crys-

talline Ce1.66Mg1.34Co9. (See text for details.)

7.3 Experimental Methods

To establish the existence range of the solid solution Ce3−xMgxCo9, we prepared polycrystals

with various nominal compositions of 0 ≤ x ≤ 2.00 (see TABLE 7.3 below). Ce metal from

the Ames Laboratory Material Preparation Center (purity > 99.99%), Co chunks (99.95%, Alfa

Aesar), and Mg (99.95%,Gallium Source, LLC) were packed in a 3-capped Ta crucible [8] under an

Ar atmosphere. The Ta crucible was then sealed into an amorphous silica ampoule. The ampoule

was heated to 900 ◦C over 3 hours and held there for 3 hours. This step allows the reaction of

Ce and Mg at low temperature and avoids the excessive boiling of Mg inside the Ta crucible. The

ampoule was then heated to 1200 ◦C over 3 hours and held there for 10 hours. At this point, the

ampoule was spun in a centrifuge and all the molten growth material was decanted and quenched

in catch side of the Ta-tube. This step confirmed that the mixture was forming a homogeneous
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melt at 1200 ◦C. The ampoule was put back into a furnace then annealed at 900 ◦C for 24 hours.

Mg free CeCo3 was also synthesized by arcmelting the stoichiometric composition and annealing

at 900 ◦C for 1 week.

Single crystals of Ce3−xMgxCo9 were grown using a solution growth technique. An initial

composition of Ce9Mg24Co67 (see FIG. 7.1) was packed in a 3-capped Ta crucible [8] and heated to

1200 ◦C similar to the polycrystals. The ampoule was then cooled down to 1100 ◦C over 75 hours

after which crystals were separated from the flux by using a centrifuge. Similarly, CeCo3 single

crystals were prepared by cooling a Ce30Co70 melt from 1200◦ to 1100 ◦C in 1 hour and then to

1050 ◦C over 75 hours[9].

Elemental analysis of the samples was performed using Energy Dispersive Spectroscopy(EDS).

Polycrystalline samples were embedded in epoxy resin and finely polished. The polished samples

were examined with EDS on 6-10 spots and a statistical average composition is reported. Thin

plate-like single crystalline samples, see FIG. 7.2(a), were mounted on a conducting carbon tape.

Self-flux grown MgCo2 and CeCo2 single crystals were used as absorption standards for the Ce-Co-

Mg alloy composition analyses. Powder X-ray diffraction data were collected at room temperature

on a Rigaku MiniFlex II diffractometer with Cu Kα radiation. Data were collected with a 3 seconds

dwell time for each interval of 0.01◦ within a 2θ range of 10−100◦. Lattice parameters were refined

by the Rietveld analysis method using GSAS [10] and EXPGUI [11].

Single crystal X-ray diffraction was carried out on a Bruker Smart APEX II diffractometer

with graphite-monochromatized Mo-Kα radiation (0.71073 Å). Reflections were gathered at room

temperature by taking four sets of 360 frames with 0.5◦ scans in ω, with an exposure time of 10 s.

The crystal-to-detector distance was maintained 60 mm. The reflections were collected over the

range of 3◦ to 62◦ in 2θ.

Electrical resistivity was measured on single crystals using the 4-probe technique with a Linear

Research, Inc. ac resistance bridge (LR700, f = 17 Hz). A Quantum Design (QD) Magnetic

Property Measurement System (MPMS) was used for the temperature control. Samples were

sliced into thin rectangular bars (approximately 0.9 mm x 0.45 mm x 0.04 mm) and platinum wires
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were attached to the samples with Dupont 4929N silver paint. The contact resistances were less

than 2 Ω.

Magnetization was measured using a QD-VersaLab Vibrating Sample Magnetometer (VSM).

The standard option was used in the temperature range 50-400 K and the oven option in the range

300-1000 K. Loctite 435 and Zircar cement were used to attach the samples in the standard and oven

options, respectively. Field dependent magnetization isotherms were also measured down to 2 K

in a MPMS. The details of sample mounting and experimental determination of demagnetization

factor along the easy axis are discussed in references [12] and [13].

7.4 Composition and structural properties

7.4.0.1 Single crystal: Characterization and structure

Table 7.1 Crystallographic data and refinement parameters for Ce1.662(4)Mg1.338(4)Co9.

Empirical formula Ce1.662(4)Mg1.338(4)Co9

Formula weight 796.32

Crystal system, space group trigonal, R-3m h

Unit cell dimensions a = 4.9260(7) Å

c = 24.019(5) Å

Volume 504.75(18) Å3

Z, Calculated density 3, 7.859 g/cm3

Absorption coefficient 32.577 mm−1

Reflections collected 2000 [R(int) = 0.0408]

Data / restraints / parameters 224 / 0 / 18

Goodness-of-fit on |F |2 1.149

Final R indices [I > 4σ(I)] R1 = 0.0204, wR2 = 0.0450

R indices (all data) R1 = 0.0226, wR2 = 0.0455

Largest diff. peak and hole 1.917 and -1.477 e.Å−3

A picture of as grown Ce1.66Mg1.34Co9 single crystals, a Laue backscattered photograph and

single crystal surface diffracted monochromatic XRD data collected via Rigaku MiniFlex II diffrac-

trometer with Bragg-Brentano geometry [14] are presented in pannels (a), (b) and (c) of FIG. 7.2
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Figure 7.2 (a) Single crystals of Ce1.66Mg1.34Co9. (b) Backscattered Laue photograph of

Ce1.66Mg1.34Co9 with X-ray beam perpendicular to plate. (c) Monochromatic

X-ray diffraction from the surface of single crystal using Bragg-Brentano geom-

etry. (d) Powder XRD for Ce1.66Mg1.34Co9 where I (Obs), I (Cal) and I (Bkg)

are experimental, Rietveld refined and instrumental background data respec-

tively. The lower section of the graph shows the Bragg’s peaks positions with

olive vertical lines and the differential X-ray diffractrogram I (Obs-Cal).

respectively. Both Laue and monochromatic single crystalline XRD data confirmed that the single

crystals grow with a planar morphology with the c-axis perpendicular to the plates.

The crystallographic data obtained from the single crystal X-ray diffraction for Ce1.66Mg1.34Co9

grown out of Ce9Mg24Co67 initial melt are summarized in TABLES. 8.1, and 8.2. FIG. 7.2(d)

shows a powder X-ray diffraction pattern of the crushed single crystals which has some noticeable

mismatch in observed and Rietveld refined intensity of {00l} families of the peaks, indicating a

degree of preferred orientation in the powder sample. As mentioned above, the relatively small

crystal size made it difficult to acquire enough powder sample to obtain less noisy XRD data

and better statistics in the Rietveld refinement. To reduce the intensity mismatch, a preferred

orientation correction was employed in the Rietveld refinement using spherical harmonics up to
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Table 7.2 Atomic coordinates and equivalent isotropic displacement parameters

(Å2 × 10−3) for Ce1.66Mg1.34Co9. U (eq) is defined as one third of the trace

of the orthogonalized U ij tensor.

atom Wyckoff

site

Occ x y z U eq

Ce(1) 3a 1 0 0 0 14(1)

Ce(2) 6c 0.338

(4)

0 0 0.1414(1) 12(1)

Mg(2) 6c 0.662

(4)

0 0 0.1414(1) 12(1)

Co(1) 3b 1 0 0 1
2 11(1)

Co(2) 6c 1 0 0 0.3339(1) 17(1)

Co(3) 18h 1 0.5014(1) 0.4986(1) 0.0840(1) 11(1)

12th order and absorption correction for plate like grains in the powder sample. The Rietveld

refined lattice parameters for powder XRD data of the single crystal Ce1.66Mg1.34Co9 are a =

4.923(1) Å and c = 24.026(1) Å with Rp = 0.09 which are in close agreement (within 2-3σ)

with single crystal XRD data as shown in TABLE 8.1. The single crystal XRD composition was

Ce13.92Mg11.08Co75 (Ce1.662(4)Mg1.338(4)Co9). Although we did not make quantitative compositional

analysis measurement on the single crystalline sample with EDS (The crystals were too thin to

readily polish and small droplets of Mg rich flux was on their surfaces.) we could detect the minor

presence of Ta, (up to 1 at.%) most likely caused by slight dissolution of the inner wall surfaces of Ta

reaction container and diffusion of Ta atoms into the reaction liquid during the long term dwelling

process at the maximum temperature of 1200◦ C as well as at ramping down to 1100◦ C over 75

hours. However, an attempt to solve the crystal structure along with inclusion of Ta in any Wyckoff

sites or interstitial sites was unsuccessful. We believe that Ta is distributed in our crystals in the

form of nano-sized precipitates rather than incorporated into interstices of the crystals structure.

The crystal structure of Ce3−xMgxCo9 is rhombohedral and belongs to the PuNi3 type structure[5].

Similar to the R3−xMgxNi9 series, the Co-containing structure is an intergrowth of CaCu5-type

(A) and MgCu2-type (B) building blocks with a repeating sequence of ABA’B’A”B”A as shown in
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A

B’’

A’’

B’

A’

B

A

Building block of CaCu5-type: 18-
atom anti-hexagonal prism 

Building block of MgCu2-type: 
(12+4)-atom Friauf polyhedronCe

Mg/Ce
Co

Figure 7.3 The crystal structure for Ce3−xMgxCo9 showing the stacking sequence of

CaCu5 type plane (A) and MgCu2 type plane (B) visualized along [010] di-

rection.

FIG. 8.1. Here A’, B’ and A”, B” are introduced to show the relative translation of the growth

layers with respect to c-axis during stacking. There are two independent sites for Ce atoms in this

structure: one 3a site is located at the center of a face-shared anti-hexagonal prism defined by 18

Co atoms; the other 6c site is surrounded by 12 Co atoms defining a truncated tetrahedron plus

four capping atoms at longer distances. As expected from the polyhedra volume, the statistically

distributed Ce/Mg mixtures prefer to occupy the Wyckoff 6c site with its smaller volume.

7.4.0.2 Polycrystalline samples: Composition and lattice parameters

The nominal and EDS composition of the polycrystalline samples are presented in TABLE 7.3

along with the Rietveld refined percentage of the majority phase in the sample. The SEM im-

ages for mixed and predominantly single phase Ce3−xMgxCo9 samples are presented in FIG. 7.4.
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Table 7.3 The comparison of the loaded compositions with the EDS determined composi-

tion. A nominal presence of Ta (up to 1 at.%) was found in the homogeneous

Ce3−xMgxCo9 samples. Some of the higher-Mg samples showed traces of a

TaCo3 impurity phase and low-Mg content samples showed a TaCo2 phase.

Loaded composition (Nominal) EDS composition

Rietveld Refinement %

of majority phase:

Ce3−xMgxCo9

CeCo3 (arcmelted and annealed

at 900◦C for 7 days)
CeCo3 + CeCo2 ≥ 88%

Ce2.75Mg0.25Co9 Ce2.82Mg0.18Co9 + Ce0.86Mg0.14Co2 + TaCo2 ≥ 67%

Ce2.50Mg0.5Co9 at 900◦C for 7 days) Ce2.66Mg0.34Co9 + Ce0.77Mg0.23Co2 ≥ 76%

Ce2.25Mg0.75Co9 Ce2.40Mg0.60Co9 + Ce0.80Mg0.20Co2 ≥ 80%

Ce2Mg1.0Co9 Ce2.18Mg0.82Co9 ≈ single phase

Ce1.67Mg1.33Co9 Ce1.89Mg1.11Co9 ≈ single phase

Ce1.5Mg1.5Co9 Ce1.77Mg1.23Co9 ≈ single phase

Ce1.33Mg1.67Co9 Ce1.65Mg1.35Co9 ≈ single phase

CeMg2Co9 Ce1.42Mg1.58Co9 + MgCo2 + Co ≥ 50%

Panel (a) in FIG. 7.4 shows the mixed phase sample that forms out of a nominal composition

Ce2.25Mg0.75Co9 and the panel (b) shows the predominantly single phase sample with EDS compo-

sition Ce1.89Mg1.11Co9. In addition TABLE 7.3 summarizes phase analysis based on powder XRD

data.

The crystallographic information file obtained from single crystal XRD was used to perform

Rietveld refinement of the powder XRD data of polycrystal samples listed in TABLE 7.3. Rietveld

refined XRD patterns for a multiple phase polycrystalline samples (Nominal Ce2.75Mg0.25Co9 with

Rp = 0.09 and Ce2.50Mg0.50Co9 with Rp = 0.10) and single phase polycrystalline Ce1.89Mg1.11Co9

(EDS composition) with Rp = 0.08 are presented in FIG. 7.5, 7.6 and 7.7 respectively. The melt-

annealed nominal Ce2.75Mg0.25Co9 sample contains ∼ 67% of Ce2.82Mg0.18Co9 phase, ∼ 23% of

Ce0.86Mg0.14Co2 and ∼ 10% of TaCo2 inferred from Rietveld refinement. The TaCo2 phase is

not observed in the nominal Ce2.50Mg0.5Co9 and higher content of Mg as shown in FIG. 7.6

and 7.7. An unidentified XRD peak was observed in nominal Ce2.50Mg0.50Co9 sample as shown in

FIG. 7.6 however TaCo2 phase was almost reduced to zero in comparison to nominal composition
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Figure 7.4 SEM images of mixed phase and predominantly single phase Ce3−xMgxCo9

samples (a) Nominal Ce2.25Mg0.75Co9 which gave a mixture of Ce2.40Mg0.60Co9

(majority phase) and Ce0.80Mg0.20Co2 (minority phase demonstrated as faint

small white spots along the diagonal of the black box in the panel (a)) and

large white stripes of TaCo3 impurity phase (b) Predominantly single phase

Ce1.89Mg1.11Co9 along with some traces of TaCo3 impurity. The black parallel

grooves in the image represent the cracks in the polished sample.

Ce2.75Mg0.25Co9 as shown in FIG. 7.5. But traces of TaCo3 phase was observed in predominantly

single phases Ce3−xMgxCo9 samples. These results combined with the fact that even pure (Mg =

0) CeCo3 remains mixed phase after 7 days of annealing, suggest that Mg be assisting the annealing

of polycrystalline Ce3−xMgxCo9 samples.

For nominal x = 2 and higher, Ce3−xMgxCo9 can no longer be considered a clear majority

phase with the presence of the significant amount of CoMg2 and Co. Looking at the composition

of the Ce3−xMgxCo9 alloys from EDS, it seems that x ≈ 1.4 is the maximum solid solubility.

In the Nd3−xMgxCo9 alloys, the structure changes from the trigonal structure for x ≤ 1.5 to a
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Figure 7.5 A typical example of multiphase polycrystalline XRD pattern for nominal

Ce2.75Mg0.25Co9 sample. The enlarged peak on the left top of the graph shows

the broadening of the highest intensity peak of Ce3−xMgxCo9 around 2θ value

of 42◦ due to presence of Mg doped CeCo2 diffraction peak. I (Obs), I (Cal) and

I (Bkg) are experimental, Rietveld refined and instrumental background data

respectively. The lower section of the graph shows the Bragg’s peaks positions

with different coloured vertical lines for phases shown in the graph and the

differential X-ray diffractrogram I (Obs-Cal).

tetragonal structure at x = 2 (YIn2Ni9-type) [6]. The solubility range of Mg in CeCo3 is therefore

similar but we do not observe a phase corresponding with the YIn2Ni9-type structure for x ≥ 2.

Instead, a three phase region of MgCo2, Ce3−xMgxCo9 and Co is observed (see TABLE 7.3). The

compositional range of our Ce3−xMgxCo9 samples is summarized in FIG. 7.1.

The variation of the polycrystalline lattice parameters and unit cell volume as a function of the

Mg content in the Ce3−xMgxCo9 phase as determined from EDS is shown in FIG. 7.8. As expected,

the substitution of Ce by Mg results in the reduction of the unit cell volume, similar to the case

of Nd3−xMgxCo9 alloys [6]. Neither the a or c-lattice parameter follows a linear relation with Mg

content x. The variation in a lattice parameter shows the slight positive deviation and c lattice

parameter shows the slight negative deviation starting in the middle of the single phase region.

The negative deviation of lattice parameter c might indicate that the covalent bonding is increased
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Figure 7.6 Powder XRD pattern for nominal Ce2.50Mg0.50Co9 sample. TaCo2 phase is

almost not detectable for XRD however an unidentified XRD peak is observed

around 2θ value of 25◦. I (Obs), I (Cal) and I (Bkg) are experimental, Rietveld

refined and instrumental background data respectively. The lower section of

the graph shows the Bragg’s peaks positions with different coloured vertical

lines for phases shown in the graph and the differential X-ray diffractrogram

I (Obs-Cal)

along that direction. It should be noted that the lattice parameters (a, c, v) and composition

inferred from the single crystal X-rays (shown as corresponding color ?s ) agree very well with what

we inferred from EDS measurements on the polycrystalline samples.

7.5 Magnetic Properties

Previously reported data do not agree about the magnetic properties of the parent compound,

CeCo3. Lemaire reported CeCo3 as a ferromagnetic material with Curie temperature 78 K [15].

Buschow identified it as a Pauli-paramagnetic phase however he left a room for further investigation

mentioning CeCo3 could be ferromagnetic below 10 K[16]. To clarify this issue, we measured the

temperature dependent magnetization and electric resistivity of our single crystalline samples down

to 2 K as shown in FIG. 7.9. The magnetization data shows no signature of a phase transition and

is only weakly temperature dependent and is consistent with a Pauli-paramagnet and an impurity
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Figure 7.7 A typical example of predominantly single phase polycrystalline XRD pattern

for EDS characterized Ce1.89Mg1.11Co9 sample. I (Obs), I (Cal) and I (Bkg) are

experimental, Rietveld refined and instrumental background data respectively.

The lower section of the graph shows the Bragg’s peaks positions with olive

vertical lines and the differential X-ray diffractrogram I (Obs-Cal)

tail below 20 K. Assuming Curie tail is because of Ce3+ magnetic ions in the single crystalline

CeCo3 sample, magnetic susceptibility was fitted to Curie-Weiss law up to 150 K as:

χ(T ) = χ0 + C
T−θ

where χ0 is high temperature asymptotic susceptibility, C is Curie constant and θ is Curie-Weiss

temperature. The concentration of Ce3+ ions was estimated to be ∼ 20% ( with θ = 3.8 K) using the

spin only moment of 2.54µB per Ce3+ ion (Equation 1.57 was used to calculate the concentration

ie. µeff ∝
√

concentration). The electrical resistivity does not show any signature of a loss of spin

disorder scattering that would be anticipated for a magnetic phase transition.

The temperature dependence of the magnetization data of the single phase Ce3−xMgxCo9 poly-

crystalline samples are shown in FIG. 7.10. A rapid increase of the magnetization upon cooling

below the Curie temperature is observed for x = 0.82 - 1.35 indicating the appearance of ferromag-

netism with Mg substitution.
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Figure 7.8 Variation of lattice parameters (a,c) and unit cell volume (v) of polycrys-

talline with Mg content inferred from EDS. Cubic Ce1−xMgxCo2 types impurity

phases were obtained for x ≤ 0.6 and predominant single phase Ce3−xMgxCo9

is obtained for 0.6 < x ≤ 1.4. The lattice parameters for single crystalline

Ce1.66Mg1.34Co9 are presented with corresponding color stars. The uncertainty

in the refined lattice parameters is less than 0.01% of the reported lattice pa-

rameters and too small to clearly show as an error bar in the diagram.

The Curie temperature TC is estimated as the cross-point of linear extrapolations of two tangents

to magnetization curve around the point of inflection as indicated on the curve x = 1.11 and x =

1.23 in FIG. 7.10. The variation of TC with Mg substitution is shown in the inset. The Curie

temperature increases with Mg concentration and reaches as high as 450 K for x = 1.35.

The substitution of Mg for Ce changes a Pauli-paramagnet (CeCo3) into a ferromagnet that

has TC increase with Mg content. The most likely reason for this is associated with valency and

band filling. In CeCo3, the Ce is essentially non-moment bearing; this implies a Ce4+ valency. As

Mg2+ is added, there will be a clear change in band filling that most likely leads to Stoner-type

magnetism associated with the Co 3-d bands. Further work, both computational and experimental

will be needed to better appreciate the origin of the observed ferromagnetism.
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Figure 7.9 Temperature dependent susceptibility (H = 0.1 T ⊥ [001] ) and electrical re-

sistivity (excitation current ⊥ to [001]) of CeCo3 single crystal. The picture

in the inset shows the resistivity bar for four probe measurement. The sample

was 60 micrometer thick.

Figure 7.11 shows the magnetic hysteresis curves of various polycrystals along with observed

coercivity fields at 50 K (inset). The coercivity field increases with Mg content, becomes maximum

(∼ 0.35 T) for x = 0.82 and then decreases. The observation of coercivity is consistent with

the axial nature of the magnetic anisotropy as will be detailed below. The abruptly increased

coercivity for x = 0.82 and spontaneous magnetization for x = 1.11 magnesium containing phases

were reproduced in multiple samples. It should be noted that differing saturation values for differing

x are most likely due to non-random distribution of grains in these as-cast samples. In addition,

the non-saturating behaviour of the x = 1.35 sample indicates either the presence of the preferred

orientations of the grains with their hard axis along the applied field or presence of some anisotropic

magnetic impurity in the sample. The former argument can be easily visualized in M(T ) data as x

= 1.35 polycrystalline sample and single crystalline Ce1.66Mg1.34Co9 M(T) data along the hard axis

are almost identical in nature as shown in FIG. 7.10. The fact that as-cast samples show coercivity

is promising for the development of permanent magnets out of this system.
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Figure 7.10 Temperature dependent magnetization of single crystalline (x = 0 and 1.34)

polycrystalline Ce3−xMgxCo9 measured under a magnetic field of 0.1 T. The

arrow pointed Mg content (x ) for each M(T) graph are inferred from EDS

analysis. The olive coloured straight lines above and below the point of inflec-

tion of M(T) data for for x = 1.11 and x = 1.23 shows the scheme for inferring

the Curie temperature. Thus obtained Curie temperatures and Mg content

phase diagram is presented in the inset. The black ? represents the Curie tem-

perature inferred from the tangents intersection scheme for single crystalline

Ce1.66Mg1.34Co9 sample on the M(T) data measured along the hard axis of

the plate.

Our single crystal sample can provide further insight into this system’s promise as a permanent

magnet material. FIG. 7.12 shows the temperature dependence of the magnetization parallel and

perpendicular to the c-axis of the single crystal of Ce1.66Mg1.34Co9 up to 550 K. The c-axis is

the easy axis of magnetization and the saturation magnetization at low temperature is 8 µB/f.u.

The spontaneous magnetization data points for Ce1.66Mg1.34Co9, represented with red squares,

are obtained by the Y-intercept of linear fitting of the high field M(H) data (>1.5 T) in the first

quadrant. No hysteresis was observed in the M(H) loops. The absence of hysteresis in M(H)

isotherms measured in single crystals is due to absence of grain boundaries, defects and impurity

atoms capable of pinning of the ferromagnetic domains. When measurements were performed up

to 1000 K, we noticed a non-reproducibility of the results as shown in the inset of FIG. 7.12.
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Figure 7.11 Magnetic hysteresis loop of various annealed polycrystalline Ce3−xMgxCo9

samples at 50 K. The values of Mg content are from EDS analysis. The

inset shows the variation of the observed coercivity fields of the samples as a

function of Mg content.

Thermo-gravimetric analysis (not shown here) showed evidence for a decomposition of the samples,

this degradation was not observed when limiting the measurements to a maximum temperature of

550 K.

An Arrott plot with several isotherms near the Curie temperature is shown in FIG. 7.13. The

internal magnetic field Hint was determined using the relation Hint = Happ−N ∗M , where Happ is

the applied field, N is the demagnetization factor which is experimentally determined along the easy

axis (Nc = 0.78) [12, 13] and M is the magnetization. The Arrott curves are not linear indicating

Ce1.66Mg1.34Co9 does not follow the mean field theory. The Curie temperature of Ce1.66Mg1.34Co9

is 440 K since Arrott curve corresponding to 440 K passes through the origin. This is comparable

with the values of TC obtained from polycrystals of similar composition (see inset of FIG. 7.10).

The magnetocrystalline anisotropy field was determined to be ∼ 10 T (T = 2 K) and ∼ 6 T (T

= 300 K) for a Ce1.66Mg1.34Co9 single crystalline sample, as shown in FIG. 7.14. The anisotropy

field was determined by the linear extrapolation of the observed moment along the plane up to the

saturation moment.
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Figure 7.12 Anisotropic temperature dependent magnetization for Ce1.66Mg1.34Co9 at var-
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lines are for H = 1.0 T. Individual data points (red squares) are spontaneous

magnetization, M S inferred from M(H) isotherms. The inset shows the zero

field cooled (ZFC) and field cooled (FC) magnetization data along the easy

axis of magnetization to temperature above the sample decomposition point.
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Figure 7.13 Arrott plot for a Ce1.66Mg1.34Co9 single crystal within the temperature range

of 432 K to 452 K at a step of 2 K between adjacent curves. The Curie

temperature is determined to be 440 K.
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Figure 7.14 Anisotropic field dependent magnetization of Ce1.66Mg1.34Co9 at 50 K

(H a ≈10 T ) and 300 K (H a ≈ 6 T).

The anisotropy energy was quantified by using the Sucksmith-Thompson plot for field dependent

magnetization data along the plane as shown in FIG. 7.15. In the Sucksmith-Thompson plot, the

ratio of magnetizing field with hard axis magnetization data is related to the anisotropy constants

K1 and K2, saturation magnetization Ms and hard axis magnetization (M⊥) as shown in equation

(1)[17, 18].

µ0H

M⊥
=

2K1

M2
s

+
4K2

M4
s

M2
⊥ (7.1)

The intercept of the Sucksmith-Thompson plot gives the anisotropy constant K1 and slope gives

the anisotropy constant K2. FIG. 7.16 shows the temperature variation of the measured anisotropy

constants. There was a slight mismatch (< 2%) in the anisotropies data above and below the

300 K obtained from VSM and MPMS data. The VSM data were scaled to MPMS data at 300 K

since slope of Sucksmith-Thompson plot are better determined with higher applied field. Here the

total anisotropy energy of Ce1.66Mg1.34Co9 is determined to be 2.2 MJ/m3 and ≈ 0.75MJ/m3 at

room temperature. Such high anisotropy energy density makes the Ce1.66Mg1.34Co9 as a potential

candidate for permanent magnet applications.
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Figure 7.15 Sucksmith-Thompson plot for Ce1.66Mg1.34Co9 to obtain anisotropy constants
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M at high field magnetization data to obtain the intercepts and
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VSM data measured along hard axis ( H ⊥ [001]) up to 3 T field. K 1 and K 2

obtained by VSM data were matched to MPMS data at 300 K.
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Figure 7.16 Temperature dependent anisotropy energy constants for Ce1.66Mg1.34Co9.

The anisotropy constants were determined from the Sucksmith-Thompson

plot. The K1 and K2 values up to 300 K were measured using MPMS and

higher temperature data are measured using VSM.
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7.6 Conclusions

We investigated the effect of Mg substitution into the Ce3Co9 (e.g. CeCo3) binary phase where

Mg partially replaces the Ce atom on the 6c crystallographic site giving rise to the Ce3−xMgxCo9

solid solution for 0 ≤ x . 1.4. The substituted Mg induces ferromagnetism; the Curie temperature

of the solid solution increases with higher content of Mg and becomes maximum (450 K) for Mg

content x = 1.35. The magnetic anisotropy was determined for a self-flux grown Ce1.66Mg1.34Co9

single crystal. The uniaxial-anisotropy field was determined to be ∼ 10 T at 2 K and ∼ 6 T at

300 K. The anisotropy energy density was determined to be 2.2 MJ/m3 at 2 K. With these observed

magnetic properties, Ce3−xMgxCo9 solution shows a potential to be used as a permanent magnet.
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8.1 Abstract

This paper presents details of Mg-assisted flux growth of Sm2Co17 single crystals in a Ta crucible

well below the melting temperature of binary Sm2Co17. Both the crushed single crystalline powder

x-ray diffraction (XRD) and single crystalline XRD data revealed the Th2Zn17 type rhombohe-

dral(R-3m) crystal structure. Ta atom is found to be statistically replacing the Co-Co dumbbell

with its position being at the center of the dumbbell. The Curie temperature of our lightly Mg

and Ta doped Sm2Co17 sample is determined to be ∼1100 K using method of generalized Bloch

law fitting of easy axis spontaneous magnetization data.

8.2 Introduction

Despite of the wide application of Sm2Co17 as a high performance magnet, its basic physical

properties are not as extensively studied as other high flux commercial permanent magnets such as

Nd2Fe14B, SmCo5, probably due to the lack of easily accessible single crystalline sample. Various
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physical properties of single crystalline Nd2Fe14B sample are studied on self flux grown sample

[1, 2, 3]. In case of SmCo5 and other high cobalt content binary R-Co compounds single crystals,

the traditional self-flux growth technique out of binary melt is not readily accomplished. Most of

the Sm-Co binary compounds are highly reactive with traditional ceramics crucibles and mostly

peritectic with very high exposed liquidus temperature (> 1300 ◦C). Single crystal growth by

zone melting, Bridgman and Czochralski technique are also difficult because of high reactivity of

Sm-Co compounds and high vapour pressure of Sm. The quality of Bridgman technique grown

crystals strongly depend on the quality and type of the crystal growth crucibles and also needs an

excess amount of Sm. The Bridgman technique for SmCo5 growth was successful only using the

Ta crucible [4]. For Sm2Co17, the pyrolitic sintered BN-crucible could not assist crystal growth.

Aditionally, the BN-coated recrystallized A12O3 crucible also produced a reacted complex layer

containing Al, B, N and R when reached up to 1400 ◦C during the Bridgman crystal growth

technique [5]. In this work we use Mg-flux to reduce the melting temperature and allow for the use

of a sealed Ta crucible to hold the melt to get single crystals. More importantly, this Mg assisted

flux growth technique might open a route for the availability of most of R2T17 single crystals which

are surprisingly rare so far e.g. Sm2Fe17 [6].

8.3 Experimental results and discussions

8.3.1 Crystal growth and structural characterization

Sm9Co67Mg24 composition was loaded in a 3-capped Ta crucible [7] and growth profile similar

to Ce3−xMgxCo9 [8] was used for the crystal growth. The single crystals were separated from the

flux at 1150◦C after cooling the ampoule from 1200 ◦C over 99 h.

As grown Sm2Co17 single crystals are presented in figure 8.1(a). The plate like Sm2Co17 crystals

have [001] axis perpendicular to plate as illustrated by backscattered Laue photograph with a

hexagonal pattern as shown in Figure 8.1(b).

Initially, Sm2Co17 single crystals were characterized using crushed single crystal powder x-ray

diffraction (XRD) technique. These data were collected using Rigaku Miniflex II diffractormeter
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Figure 8.1 (a) Sm2Co16.69Ta0.31 single crystals over the millimeter grid (b) Laue pattern

with beam direction [001]. Although the crystals are not looking xexagonal,

the back-scattered Laue photograph is hexagonal. (c) Rietveld refined powder

XRD for Sm2Co16.69Ta0.31. I (Obs), I (Cal), I (Bkg) and I (Obs - Cal) are ex-

perimental, calculated, fitted background and differential diffractrogram data

respectively. The vertical lines represents the various diffraction Bragg peaks.

(Cu-Kα radiation). Finely ground Sm2Co17 powder was spread over the silicon wafer sample holder

with help of Dow Corning high vacuum grease and diffraction data were collected over 2θ range

of 10◦ to 100◦ with a scan step of 0.01◦ with a dwelling time of 5 sec. Powder data were Rietveld

refined using EXPGUI and GSAS software package[9]. The Rietveld refined powder XRD pattern

using Th2Zn17 type structure with space group R-3m is presented in Figure 8.1(c) with Rp = 0.08.

Then the as grown single crystals of Sm2Co17 were characterized using Scanning Electron Mi-

croscopy (SEM) technique. As grown crystals were mounted in a SEM sample-mounting-epoxy both

parallel and perpendicular to the plate to access both planar and cross sectional area of samples

and finely polished to obtain the smooth surfaces as shown in fig. 8.2. Figure 8.2(a) and (b) show
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Figure 8.2 (a) SEM image of as grown Sm2Co16.69Ta0.31 single crystal along the planar

view (b) along the cross section.



www.manaraa.com

213

Figure 8.3 (a) Crystal structure of Sm2Co16.69Ta0.31. The Ta atoms are statistically oc-

cupying the center of Co-Co dumbbell along the specific veritcal channel. (b)

Crystal structure of Sm2Co16.69Ta0.31 viewed along the c-axis to demonstrate

the dumbbells and Sm atoms channel. (c) Illustration of statistical replacement

of Co-Co dumbbell by Ta atom.

the fine polished more or less homogeneous composition both in planar and cross sectional back

scattered SEM images of Sm2Co17 samples. Interestingly, even though the back-scattered images

looks uniform, the energy dispersive x-ray spectroscopy (EDS) spectra showed small presence of

Mg and Ta in the sample with a average composition of Sm2Co16.69Ta0.31. Then we got motivated

to know the specific structural site of Mg and Ta in the structure and employed a single crystalline

XRD analysis.

Single crystal XRD intensity data for an as grown single crystal were collected using Bruker

smart Apex-II diffractometer (MoKα λ = 0.71073 Å) and analysed using SHELXTL structure

solution software. In total, 5665 reflections were collected using 0.05◦ scans in ω. The average

exposure time was 10 sec and the crystal to detector distance was 60 mm. In the structure solution,

Mg could be included in the specific Co site but the composition is never higher than error bar.

Then we dropped Mg in the composition formula. Ta atoms were found to substitute the center
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of Co-Co dumbbell as shown in fig. 8.3(a). The structure of Sm2Co16.69Ta0.31 (R-3m) features

parallel hexagonal tunnels (defined by Co2-Co4 atoms) running along the c axis, cf. figure 8.3

(b). The tunnels are alternately filled by Co1-Co1 dimers and Sm atoms. In the present structure,

Ta is statistically substituted for Co-Co dumbbell with Ta position being at the center of Co-Co

dumbbell as shown in figure 8.3 (c), consistent with Zr atom position in Zr doped Sm2Co17 magnet

alloy predicted via lattice relaxation calculation [10], with a refined occupancy of 2.6(2)%.

Refined crystallographic information data and conditions are presented in Table 8.1 and 8.2

below.

Table 8.1 Crystal data and structure refinement for Sm2Co16.69Ta0.31.

Empirical formula Sm2Co16.69Ta0.31

Formula weight 1306.99

Temperature 293(2) K

Wavelength 0.71073 Å

Crystal system, space group Trigonal, R-3m

Unit cell dimensions a=8.4075(17) Å

c = 12.241(3) Å

Volume 749.4(3) 103 Å3

Z, Calculated density 3, 8.688 g/cm3

Absorption coefficient 39.095 mm−1

Reflections collected 5665

Independent reflections 477 [R(int) = 0.0495]

Completeness to θ = 25.242◦ 100.00%

Absorption correction multi-scan, empirical

Refinement method Full-matrix least-squares

on F2

Data / restraints / parameters 152 / 0 / 17

Goodness-of-fit on F 2 0.936

Final R indices [I> 2σ(I)] R1 = 0.0216, wR2 = 0.0466

R indices (all data) R1 = 0.0231, wR2 = 0.0299

Extinction coefficient 0.00188(13)

Largest diff. peak and hole 2.393 and -1.686 e.Å−3
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Table 8.2 Atomic coordinates and equivalent isotropic displacement parameters (A2) for

Sm2Co16.69Ta0.31. U(eq) is defined as one third of the trace of the orthogonalized

Uij tensor.

atom Wyck.

Occ.

Symm. x y z Ueq

Sm 6c

(1)

3m 0.0 0.0 0.3452

(1)

0.005(1)

Co1 6c

(0.97)

3m 0.0000 0.0000 0.0969

(1)

0.006(1)

Co2 18f

(1)

.2 0.2904

(1)

0.0000 0 0.007(1)

Co3 9d

(1)

.2/m 0.5000 0.0000 0.5000 0.006(1)

Co4 18h

(1)

.m 0.5015 0.4985 0.1539 0.007(1)

Ta 3a

0.03

(2)

-3m 0 0 0 0.007(2)

8.3.2 Determination of Curie temperature

Temperature and field dependent magnetization data were obtained along easy axis of Sm2Co16.69Ta0.31

single crystals using Quantum Design vibrating sample magnetometer(VSM: 300 K - 1000 K). The

Curie temperature of Sm2Co17 single crystalline sample is reported to fall in between 1080 K to

1180 K window [11, 12, 13]. Getting the Curie tail of Sm2Co16.69Ta0.31 to estimate the transi-

tion temperature is not possible in commercially available magnetometers like QD VSM with oven

option. In order to estimate the Curie temperature we used the method of generalized Bloch fit-

ting of spontaneous magnetization data. Spontaneous magnetization data were obtained via the

Y-intercept of linear fit of saturation magnetization part of M(H) data at various temperatures

as shown in Fig. 8.4 for 300 K. The two tiny triangular vortexes in the M(H) loop might be the

signature of ferrimagnetic coupling between Sm and Co demonstrated by domain wall movement at

high field [14, 15]. Such spontaneous magnetization data were taken up to 1000 K for each interval

of 50 K starting from the room temperature. To reduce the uncertainty,spontaneous magnetization
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Figure 8.4 Determination of the spontaneous magnetization of Sm2Co16.99 Mg0.01Ta0.35

using [001] magnetization data at 300 K. See the text for a possible reason of

tiny vortexes in the M(H) loop.

data were measured using a well-polished sample which could be better aligned along the easy axis

during the measurements. The generalized Bloch Law was fitted as MS(T )
MS(2K) = (1− ( T

TC
)α)β shown

in the inset of figure 8.4 and the Curie temperature is inferred to be 1100 K[16, 17]. Here MS(2K)

and MS(T ) are the base temperature and high temperature spontaneous magnetization data and

TC is the Curie temperature. The fitted value of the α and β are found to be 2.53 ± 0.07 and

0.49± 0.02 respectively.

8.4 Conclusions

Single crystalline Sm2Co17 samples were prepared using Mg assisted self-flux growth technique

in a 3-caped Ta crucible. In case of Sm2Co17, Ta is found to be statistically distributed in the

center of Co-Co dumbbell with an empirical formula Sm2Co16.69Ta0.31. The Curie temperature of

Sm2Co16.69Ta0.31 is determined to be ∼ 1100 K using the generalized Bloch law method.
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9.1 Abstract

The Ce3−xMgxCo9 system evolves from a Pauli paramagnetic ground state for x = 0 to a

ferromagnetic ground state for x ≈ 0.80 in single phase, polycrystalline samples [Phys. Rev.

Applied 9, 024023 (2018)]. In order to better understand this behavior, single crystalline samples

of Ce3−xMgxCo9 for x = 0.01, 0.16, 0.24, 0.35, 0.43 and 0.50 were grown using the flux growth

technique, and electrical transport and magnetic properties were studied. The TC-x phase diagram

we infer shows that the system has a quantum phase transition near x = 0.35, transforming to a

ferromagnetic ground state.

9.2 Introduction

Fragile magnetic systems [1] tuned via chemical substitution can lead to quantum criticality, or

more generally, a quantum phase transition at 0 K. Here we investigate a Pauli paramagnetic to

ferromagnetic quantum phase transition in Ce3−xMgxCo9 [2, 3].

Despite being 75 % atomic Co, pure CeCo3 has a Pauli paramagnetic, low temperature ground

state i.e., the condition for existence for spontaneous magnetization is not achieved. In polycrys-
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Figure 9.1 Variation of lattice parameters of Ce3−xMgxCo9 with Mg content x inferred

from EDS. The uncertainty of the lattice parameters values is less than 0.2%.

The dashed lines are guides to the eye.

talline Ce3−xMgxCo9, transformation of a Pauli paramagnetic CeCo3 into a ferromagnetic phase

was studied in our earlier work [2]. For single phase samples, ferromagnetism was observed for

x ≥ 0.80. In mixed phase samples, signs of magnetic order could be found for x < 0.80 but in

such samples, magnetism could be influenced by several factors such as defects [4], stress [5], im-

purities [6] etc. To elucidate the phase transformation in a much cleaner way, study of magnetism

using single phase, single crystalline samples is always a better idea. We investigated the magnetic

properties, electrical transport and specific heat capacity of selected compositions around x∼0.35

of single crystalline Ce3−xMgxCo9 samples.

We find a quantum phase transition as Ce3−xMgxCo9 changes from a Pauli paramagnetic state

for 0≤ x < 0.35 to a ferromagnetic state for 0.35 < x < 1.4. No additional magnetic phases were

found in the vicinity of the quantum phase transition composition.
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9.3 Experimental details

Single crystalline Ce3−xMgxCo9 samples for x ≤ 0.5 were synthesized in 3-cap Ta crucibles [7]

similar to the previous report [2] by maintaining the Ce+Mg to Co ratio as 30:70 i.e. (Ce1−xMgx)30Co70

with nominal x = 0.05, 0.10, 0.15, 0.20, 0.25 and 0.30 as listed in Table 9.1.

Table 9.1 Loaded nominal, EDS and Rietveld refined composition of Ce3−xMgxCo9 sam-

ples for crystal growth. The uncertainty in Mg content is given in parenthesis

which was obtained as a standard deviation of EDS measurement. The average

uncertainty in Mg concentration in the Rietveld refinement is ≤ ±0.05.

Loaded nomi-

nal

composition

EDS composition Rietveld

refined compo-

sition

Ce30Co70 — CeCo3

Ce28.5Mg1.5Co70 Ce2.99Mg0.01(0.01)Co9 Ce2.95Mg0.05Co9

Ce27Mg3Co70 Ce2.84Mg0.16(0.02)Co9 Ce2.87Mg0.13Co9

Ce25.5Mg4.5Co70 Ce2.76Mg0.24(0.02)Co9 Ce2.75Mg0.25Co9

Ce24Mg6Co70 Ce2.65Mg0.35(0.015)Co9 Ce2.68Mg0.32Co9

Ce22.5Mg7.5Co70 Ce2.57Mg0.43(0.015)Co9 Ce2.57Mg0.43Co9

Ce21Mg9Co70 Ce2.50Mg0.50(0.02)Co9 Ce2.49Mg0.51Co9

The selected amount of Ce-Co-Mg elements were sealed under almost one atmospheric pressure

of Ar at room temperature inside a 3-cap Ta crucible. The Ta crucibles were protected under a

partial pressure of Ar inside an amorphous silica jacket with quartz wool buffers on the top and

the bottom of the crucible to protect silica ampoule from the consequences of differential thermal

expansion during temperature ramping and mechanical shock during the decanting process. The

silica ampoule was heated to 900 ◦C over 3 h and held there for 3 h to allow the initial reaction of

elements and potentially avoid the excessive boiling of Mg at higher temperature. Then the growth

was heated to 1200 ◦C over 3 h and held there for 10 h to form a homogeneous liquid. Finally,

the growth was slowly cooled down to 1040 ◦C over ∼100 h for nominal Mg content x = 0.05 -

0.15 and centrifuged to separate the crystals from the flux. Similarly, growths with x = 0.20 -

0.30 were cooled down to 1070 ◦C over ∼100 h and crystals were separated. The single crystalline
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Figure 9.2 ZFC temperature dependent magnetization M(T) data of various

Ce3−xMgxCo9 samples at 300 Oe applied field. The inset shows the en-

largement around the upturns to highlight the ferromagnetism development

with higher concentrations of Mg.

samples had rhombohedral plate-like morphology with several millimeters in length and width and

approximately 1 - 2 mm in thickness. The easy axis of magnetization is perpendicular to the plate

([001] direction) [2].

Crystals from all the batches were characterized using powder X-ray diffraction (XRD) and

Scanning Electron Microscopy (SEM). For XRD, a finely ground powder was spread over the zero

background silicon wafer and held in place with a thin film of Dow Corning high vacuum grease.

Powder XRD data were collected using Rigaku Miniflex II diffractometer within 2θ range of 5 -

100◦ using a step size of 0.01 degree and a dwell time of 3 seconds. For SEM, single crystalline

samples were mounted in epoxy and finely polished perpendicular to the plane of the plate to

determine the composition. The nominal composition, average Energy Dispersive Spectroscopy

(EDS) composition, and Rietveld refined composition are presented in Table I. For nominal Mg x

= 0.05, 0.10 and 0.15 samples, traces of CeCo2 impurities were visible in the cross sectional view of

SEM images (not shown here). The EDS and Rietveld refined composition more or less agree each
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Figure 9.3 TC - x phase diagram of Ce3−xMgxCo9 samples. Above x ∼ 0.35, the Curie

temperature is approximately linearly proportional to Mg content. The solid

stars represents the Curie temperatures measured via Arrott plot analysis on

single crystalline samples. The hollow stars represents Curie temperatures

measured on polycrystalline samples [2].

other except for nominal 5% Mg doped sample. Hereafter, all the compositions are EDS inferred

in this paper.

Magnetic properties were measured in a Quantum Design (QD) Magnetic Property Measure-

ment System (MPMS) in between 2 K and 300 K. A QD VersaLab Vibrating Sample Magnetometer

(VSM) was used to measure the magnetic properties between 50 K and 400 K. All the magnetization

data were measured with magnetic field parallel to [001] direction. The internal magnetization field

(Hint) was determined as Hint = Happlied−N ∗M to determine the Curie temperature using Arrott

plots [8]. Here, N is the demagnetization factor related to sample geometry and M is the magneti-

zation. The details of the demagnetization factors determination can be found elsewhere [9, 10, 11].

Electrical transport property was measured using the four probe method with a Linear research

Inc. meter bridge LR 700 (1mA; 17 Hz excitation). Thin platinum wires were attached to the

resistance bar using DuPont 4929N silver paint to make electrical contacts. A MPMS was used as

a temperature controller for the electrical transport measurements. The specific heat capacity was

measured in a QD physical property measurement system using the relaxation technique.
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9.4 Results and discussion

Ce3−xMgxCo9 forms in the rhombohedral structure for all x examined. Fig. 9.1 shows the

variation of the lattice parameters a and c with Mg content. The c lattice parameter decreases

monotonically whereas the a lattice parameter is more or less constant up to x ≤ 0.50.

Figure 9.2 shows the zero field cooled (ZFC) temperature dependent magnetization M(T) for

x ≤ 0.50. Although CeCo3 was identified as a Pauli paramagnetic compound long ago [12], there has

been some room for question because of the presence of a low temperature upturn in temperature

dependent magnetization [2]. Moreover recent density functional calculation showed CeCo3 could

order ferromagnetically at low temperature [3]. With x ≤ 0.24 of Mg addition, the low temperature

magnetization remains temperature independent and manifests Pauli paramagnetism as shown in

the inset of Fig. 9.2. These temperature independent magnetization data for x = 0.01, 0.16,

and 0.24 confirm that for these x -values, Ce3−xMgxCo9 is Pauli paramagnetic system. Since x

= 0.01 sample is Pauli paramagnetic down to 2 K, this suggests that pure CeCo3 may also be a

Pauli paramagnetic. The low temperature upturn [2] is most likely associated with magnetism of

impurity ions or traces of extrinsic magnetic impurity.

As we increase the value of x, a low temperature upturn starts to become visible for x = 0.35

suggesting it may be close to a critical concentration for achieving the quantum phase transition.

For x = 0.43 and 0.50, the upturns in M(T) data upon cooling develop large enough magnetization

to suggest that they are ferromagnetic samples. The kink only visible on the ZFC M(T) data for

x = 0.43 and 0.50 could be related to reorientation of ferromagnetic domains near the transition

temperature.

To better understand the evolution of ferromagnetism with Mg content x, a detailed analysis of

easy axis M(H) data was performed for all samples. Figure A.1 shows the 2 K M(H) data for the

non-ferromagnetic samples with EDS inferred Mg concentrations x = 0.01, 0.16, 0.24 and 0.35. In

Fig. A.2, for the Ce2.65Mg0.35Co9 sample, we can see an increasing low-field induced magnetization

upon cooling indicating that it may be getting close to a ferromagnetic transition. The lower right
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Figure 9.4 M S - x relation of Ce3−xMgxCo9 samples. The graph includes spontaneous

magnetization M S only for single crystalline samples estimated from the Y-in-

tercept of the linear fit of high field 2 K M(H) data along the easy axis [001].

The dash-dot line is a guide for the eyes.

inset in Fig. A.2 shows ZFC and field cooled (FC) M(T) data at 300 Oe applied field. This reversible

nature of the M(T) data argues against ferromagnetic transition for T > 2.0 K.

In order to study the x = 0.35, 0.43 and 0.50 samples in greater detail, M(H) loops were

performed as shown in Figs. A.2, A.4, and A.6 along with the determination of Curie temperature

using Arrott plot method as shown in Figs. A.3, A.5 and A.7. Within the framework of Arrott plot

analysis, straight Arrott curves through the origin suggest a mean field interaction in the magnetic

system and identify the Curie temperature. The Arrott plot of x = 0.35 sample does not manifest

straight lines that go through origin (as shown in Fig. A.3). This means that the Ce2.65Mg0.35Co9

is non-ferromagnetic down to 2 K despite the slight upturn in M(T) data. On the other hand, the

Arrott plot data become straighter for Ce2.57Mg0.43Co9 (Fig. A.5(b)) and almost an ideal mean-

field-like for Ce2.50Mg0.50Co9 (Fig. A.7). From these analyses we can infer TC ≈ 25 K, 70 K for x

= 0.43 and 0.50 respectively.

The 2 K M(H) data for x = 0.43 and 0.50 samples do not saturate up to 7 T applied field in

these experiments, as shown in Figs. A.4 and A.6. However, higher magnesium containing samples

e.g. x= 1.34 were well saturated with 3 T applied field in our previous work [2]. This could be the
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Figure 9.5 Normalised resistance ( R(T )
R(300 K)) data for Ce3−xMgxCo9 samples near the crit-

ical concentration: x∼0.35, 0.43 and 0.50. No anomalies were observed in any

of the measured resistances. The inset shows the enlarged high data density

R(T) measurements near Curie temperature inferred from Arrott plots indi-

cated with corresponding arrows for x = 0.43 and x = 0.50 samples.

evidence that the doping induced magnetism is more itinerant for lower Mg content and becomes

more local moment-like with higher content of Mg.

Figures 9.3 and 9.4 present the TC−x and MS−x phase diagrams for the Ce3−xMgxCo9 system.

Both figures identify 0.35 < x < 0.40 as the critical concentration region for the quantum phase

transition from a Pauli paramagnet to ferromagnetic state.

To further analyze the nature of the phase diagram and the quantum phase transition region,

electrical transport properties of the samples around the critical composition and specific heat

capacity of the ferromagnetic, x = 0.50 sample, were studied. Figure 9.5 shows the normalized

resistance of Ce3−xMgxCo9 single crystalline samples for x = 0.35, 0.43 and 0.50. Figure 9.6 shows

the temperature dependent specific heat data for x= 0.50. Neither resistance nor specific heat data

manifest clear signatures of ferromagnetic transitions. In the Stoner model, ∆C =
M2

0
χ0TC

would

give a discontinuity around 2 Jmol−1K−1 at TC for x = 0.5, but if spin fluctuation exist above TC

then discontinuity will be smaller [13]. For the resistance data the anticipated loss of spin disorder
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Figure 9.6 Constant pressure specific heat capacity of Ce2.50Mg0.50Co9 sample. The inset

shows the
Cp
T as a function of temperature. No clear signature of the ferromag-

netic phase transition was observed in either Cp or
Cp
T around 70 K (pointed

with downward arrow).

features may be obscured by the clearly large and increasing disorder scattering. Additionally,

doping disorder could have broadened the ferromagnetic transition so that transition feature was

undetectable in resistance and specific heat measurements. The lack of a clear feature in specific

heat for x = 0.50 suggests that there may be relatively little entropy loss associated with the

transition. This is consistent with the small spontaneous moment (Fig. 9.4) as well as with this

system being a fragile, itinerant moment, ferromagnet.

9.5 Conclusions

The temperature dependent magnetic, electrical transport properties and specific heat capacity

of the low Mg content doped Ce3−xMgxCo9 samples were studied using flux grown single crystalline

samples. From the TC-x phase diagram, the critical concentration for quantum transition between

Pauli paramagnetic and ferromagnetic ground states is determined to be 0.35 ≤ x ≤ 0.40.
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10.1 Abstract

To reduce material and processing costs of commercial permanent magnets and to attempt to

fill the empty niche of energy products, 10 – 20 MGOe, between low-flux (ferrites, alnico) and high-

flux (Nd2Fe14B- and SmCo5-type) magnets, we report synthesis, structure, magnetic properties

and modeling of Ta, Cu and Fe substituted CeCo5. Using a self-flux technique, we grew single

crystals of I – Ce15.1Ta1.0Co74.4Cu9.5, II – Ce16.3Ta0.6Co68.9Cu14.2, III – Ce15.7Ta0.6Co67.8Cu15.9,

IV – Ce16.3Ta0.3Co61.7Cu21.7 and V – Ce14.3Ta1.0Co62.0Fe12.3Cu10.4. X-ray diffraction analysis

(XRD) showed that these materials retain a CaCu5 substructure and incorporate small amounts

of Ta in the form of “dumb-bells”, filling the 2e crystallographic sites within the 1D hexagonal
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channel with the 1a Ce site, whereas Co, Cu and Fe are statistically distributed among the 2c

and 3g crystallographic sites. Scanning electron microscopy, energy dispersive X-ray spectroscopy

(SEM-EDS) and scanning transmission electron microscopy (STEM) examinations provided strong

evidence of the single-phase nature of the as-grown crystals, even though they readily exhibited

significant magnetic coercivities of ∼1.6 – ∼1.8 kOe caused by Co-enriched, nano-sized, structural

defects and faults that can serve as pinning sites. Heat treatments at 1040 ◦C for 10 h and a

hardening at 400 ◦C for 4 h lead to the formation of a so-called “composite crystal” with a bimodal

microstructure that consists of a Ta-poor matrix and Ta-rich laminal precipitates. Formation of

the “composite crystal” during the heat treatment creates a 3D array of extended defects within a

primarily single grain single crystal, which greatly improves its magnetic characteristics. Possible

causes of the formation of the “composite crystal” may be associated with Ta atoms leaving matrix

interstices at lower temperatures and/or matrix degradation induced by decreased miscibility at

lower temperatures. Fe strongly improves both the Curie temperature and magnetization of the

system resulting in (BH)max. ≈13 MGOe at room temperature.

10.2 Introduction

To find new economical alternatives to commercial, high flux, permanent magnets, we focused

on the Ta, Cu, and Fe substituted CeCo5 system (CaCu5-type structure) which, unlike typical

commercial magnetic grades with critical rare earths (Nd, Sm, Dy, etc.) utilizes widely available

and more affordable Ce [1, 2, 3]. The incorporation of Ce into magnets, instead of critical elements,

may significantly reduce the price and supply-chain dependence of commercial magnets. Despite

the mixed Ce3+/Ce4+ valency problem, typically adverse for the magneto-crystalline anisotropy,

there are recent experimental efforts on the Nd2Fe14B (2:14:1) system showing that Ce-substitutes

can compete with commercial high-flux grades at lower material costs [4, 5, 6, 7]. Similarly, ef-

forts on the Ce-containing SmCo5 (1:5) and Sm2Co17 (2:17) systems showed that satisfactory

cost-to-performance balances suitable for modern rare earth criticalities and market demands are

expected [8, 9, 10, 11]. Therefore, we believe that Cu and Fe substituted CeCo5 systems require
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Figure 10.1 (a) – anisotropic field dependent magnetization of the as-grown

Ce15.7Ta0.6Co67.8Cu15.9 (sample III) at 300 K for applied field along and per-

pendicular to the crystallographic axis. The inferred anisotropy field, Ha,

is also shown. (b) – after heat treatment, the magnetic hysteresis loop of

the same sample along the easy magnetization axis, i.e., the crystallographic

c-axis.

a new and deeper examination [12, 13, 14]. After being understood and optimized these Ce-based

systems may compete on both material-processing-cost and properties levels as so-called “gap mag-

nets”, performing in the gap of magnetic energies, between 10 – 20 MGOe, which currently exists

between the rare-earth-free alnico and ferrite grades and the sintered 1:5 and 2:14:1 magnetic grades

which contain critical rare earths [15].

Despite previous extensive explorations, the intrinsic properties of the CeCo5 system has not

been fully or systematically established [13, 14, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29,

30, 31, 32, 33, 34, 35, 36] and the metallurgy related to the magnetic pinning/coercivity mechanism

is not fully understood. Although anisotropy characterization is best obtained from single crystals,
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single crystal growth reports in Cu or Fe substituted CeCo5 systems are scarce and limited to

several Bridgman type attempts [21, 22] in the vicinity of the composition ∼CeCo3.5Fe0.5Cu [37].

In this paper we report the successful self-flux growth [38, 39] of five representatives of Ta, Cu

and Fe substituted CeCo5 followed by characterization of their structural and magnetic proper-

ties. We study the phenomenon of pronounced magnetic coercivity in the “as-grown” crystals and

its further development during the heat treatment as illustrated in [Fig. 10.1]. Sub-grain phase

segregation creates the necessary conditions for magnetic domain pinning. We also discuss the pos-

sible ways to improve, manipulate, and control the system in an attempt to increase its magnetic

characteristics in conjunction with first principles DFT calculations and multiscale modeling.

10.3 Experimental

A. Synthesis.

Single crystals were grown via the solution growth method [38, 39]. The reaction metals (Ce

(99.99%), Cu (99.95%) from Ames Laboratory MPC and Co (99.95%) from Alfa Aesar) were

placed into 3-capped Ta containers [40] welded under an Ar atmosphere, which then were sealed

into fused silica tubes and placed into a high-temperature box furnace. The furnace was heated

from near room temperature to 900 ◦C over 3 hours, held at 900 ◦C for 3 hours, heated to 1200 ◦C

over 3 more hours, and held at 1200 ◦C for 10 hours. The furnace was then cooled to 1070 ◦C over

75 hours. At 1070 ◦C the excess flux was decanted by centrifuging [38, 39]. Decanting took place

as the centrifuge accelerated from rest toward a 8.5 krpm set point. The exact temperature profile

of the growths and pictures of the typical crystals are presented in Fig. 10.2.

B. Heat Treatment.

After growth, some single crystals underwent identical, two-stage, heat treatments performed in a

Dentsply Ceramico (Vulcan 3-Series) multi-stage programmable furnace, which included dwelling

at 1040 ◦C for 10 h, then cooling at a rate of 10 ◦C/min to 400 ◦C followed by dwelling at this

temperature for the next 8 h with a subsequent furnace cool to room temperature. We based
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Figure 10.2 Temperature-time profile used for single crystal growths and general look

of self-flux grown plate-like crystals of III – Ce15.7Ta0.6Co67.8Cu15.9, IV –

Ce16.3Ta0.3Co61.7Cu21.7 and V – Ce14.3Ta1.0Co62.0Fe12.3Cu10.4 (for details see

Table I).

this schedule on literature reports [19, 21, 26, 27, 28, 29, 30]. Different Cu contents may require

slightly different temperature/time parameters for the best final magnetic characteristics, but the

optimization of the heat treatment procedure is a subject of ongoing work.

C. Metallography and SEM/EDS Analysis.

Samples for metallographic examination were placed in ∼1 inch diameter epoxy resin pucks, and

polished with various grits of silicon carbide followed by a glycol-based, fine, polycrystalline, di-

amond suspension. Plate-like single crystals [Fig. 10.2] were mounted with their plates parallel

to the polishing surface to allow for characterization along planes perpendicular to the crystals

[001] direction. Imaging studies of single crystal samples were performed on an FEI Teneo field

emission scanning electron microscope. Their compositions were determined via energy dispersive

X-ray spectra obtained using an Oxford EDS/EBSD module averaging over 3-5 regions on their

metallographicaly prepared surfaces [see Table 10.1].
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Table 10.1 Composition of single crystals (with standard deviation) and their lattice pa-

rameters as-grown and after the heat treatment. The lattice parameters and

corresponding errors are derived from the Rietveld fits.

3*# EDS-composition, at. % Lattice parameters

Ce Ta*** Co Fe Cu a, c, Å; V, Å3 ****

ag* ht** ag ht ag ht ag ht ag ht ag ht

I 15.1(1) 16.1(1) 1.0 0.6 74.4(2) 73.6(2) - - 9.5(1) 9.8(1)

4.912(1)

4.045(1)

84.52(1)

4.921(1)

4.031(1)

84.58(2)

II 16.3(1) 16.2(1) 0.6 0.4 68.9(2) 69.4(2) - - 14.2(1) 14.0(1)

4.933(1)

4.031(1)

84.95(2)

4.933(1)

4.028(1)

84.90(2)

III 15.7(1) 15.8(1) 0.6 0.1 67.8(2) 67.1(2) - - 15.9(1) 17.1(1)

4.943(1)

4.032(1)

85.31(1)

4.944(1)

4.028(1)

85.26(1)

IV 16.3(1) 16.5(1) 0.3 0.05 61.7(2) 61.9(2) - - 21.7(1) 21.6(1)

4.950(1)

4.033(1)

85.57(2)

4.954(1)

4.028(1)

85.61(2)

V 14.3(1) 13.9(1) 1.0 0.2 62.0(2) 62.7(2) 12.3(1) 13.0(1) 10.4(1) 10.2(1)

4.922(1)

4.075(1)

85.50(2)

4.924(1)

4.071(1)

85.48(2)

* - as grown, ** - heat-treated: 1040 ◦C (10h) → [10 ◦C/min] → 400 ◦C (8h), *** - stardard

deviations for Ta vary within 0.02 - 0.05 at. %; **** - space group: P6/mmm.

D. TEM Characterization.

Cross sections from single crystal III were prepared using a dual-beam focused ion beam system

(FEI Helios NanoLab G3 UC) with a lift-out approach. To reduce surface damage sustained during

Ga ion milling, the final thinning and cleaning step were conducted using 5 kV and 2 kV for 5 min.

The TEM analysis was performed on a Titan Themis (FEI) probe Cs-corrected TEM equipped

with a Super-X EDS detector to characterize microstructure and elemental distribution.

E. Powder and single crystal X-ray diffraction

Polycrystalline powders were obtained by crushing the sample with an agate mortar and pestle.

X-ray powder diffraction data were collected from the as-grown and heat-treated crystals. The

measurements were performed using PANalytical X-Pert Pro (Co Kα - radiation, λ = 1.78897 Å)

and Bruker D8 Advance (Cu Kα - radiation, λ = 1.54056 Å) diffraction systems. Powdered samples

were evenly dispersed on a zero-background Si-holder with the aid of a small quantity of vacuum
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grease. Diffraction scans were taken in the θ/2θ mode with the following parameters: 2θ region:

20 – 110◦, step scan: 0.02◦, counting time per step: 60 s. The FullProf Suite program package [41]

was used for Rietveld refinement of the crystal structures.

Single-crystal diffraction data were collected at room temperature using a Bruker SMART

APEX II diffractometer (Mo Kα - radiation ) equipped with a CCD area detector. Four sets

of 360 frames with 0.5◦ scans in ω and exposure times of 10 – 15 s per frame were collected.

The reflection intensities were integrated using the SAINT subprogram in the SMART software

package [42]. The space group was determined using the XPREP program and the SHELXTL 6.1

software package [43]. Empirical absorption corrections were made using the SADABS program [44].

Finally, each structure was solved by direct methods using SHELXTL 6.1 and refined by full-matrix

least-squares on F0
2, with anisotropic thermal parameters and a secondary extinction parameter.

The error bars for lattice parameters determination by both powder and single crystal XRD methods

come from the fits of corresponding data. However, it is anticipated that the instrumental error

may be of order 0.005 Å.

F. Magnetic Properties Measurements.

Magnetic properties were obtained using a vibrating sample magnetometer in a cryogen-free Ver-

saLab physical property measurement system (Quantum Design) with magnetic fields up to 3 T

and temperatures in the 50 – 350 K range using the standard option and 300 – 1000 K range using

the oven option. An alumina cement (Zircar) was used to hold the sample on the heater stick for

the high-temperature measurements. The demagnetization factors are determined experimentally

using the relation Hint. = H - NM [45, 46].

10.4 Structure and Composition Analysis

The Ce(Co1−x−yFexCuy)5 system favors slightly Ce deficiency [21, 22, 23, 24] and the appear-

ance of transition metal, T, “dumb-bells” may lead to structural transformations towards the 1:7

and 2:17 phases. Therefore, we use ∼1:5 designations for the general description of our reported

systems.
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Figure 10.3 SEM backscattered electron images of samples (a) - III –

Ce15.7Ta0.6Co67.8Cu15.9, (b) - IV – Ce16.3Ta0.3Co61.7Cu21.7 and (c) - V

– Ce14.3Ta1.0Co62.0Fe12.3Cu10.4 before (upper panels) and after (lower panels)

heat treatment. All images were taken at a magnification 5000x and 15 kV.

A. SEM/EDS Examinations and Composition Analysis.

The SEM backscattered electron images of the as-grown crystals [Fig. 10.3 (a-c), upper panels]

display the uniformity of their ∼(0001) polished surface (even at 30,000× magnification) which

suggests a single-phase. Although, the Fig. 10.6 (below) (TEM) does show small ingomogeneities.

Elemental EDS analysis [Table 10.1] showed the Ce:Co/Cu ratios are close to the 1:5 stoichiometry

with Cu contents increasing from ∼10 to ∼ 22 at. %, corresponding to 12 – 26 % of Co/Cu

substitution.

With respect to Ce content, crystal I and III contain 15 – 15.7 at. %, which is lower than the Ce

content in II and IV and significantly lower than ∼16.7 at. % Ce content required for the exact 1:5

type stoichiometry. Also a minor presence of Ta (0.3 – 1 at.%) was detected in all five samples. The
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Ta content appears to be correlated to the Cu content as seen in [Table 10.1]. The presence of Ta is

explained by the slight dissolution of the inner walls of the Ta reaction container and diffusion of Ta

atoms into the liquid at high temperatures. Since no Ta precipitation or segregation was observed

in the SEM/EDS analysis of the as-grown crystals, we believe Ta is either being incorporated into

the crystal structure as interstices or as uniformly distributed nano-scale precipitates. However

the slight Ce depletion and the presence of Ta suggest the possibility of minor deviations from the

classic CaCu5-type crystal structure towards various channel disorders or “dumb-bell” problems

characterized elsewhere [47, 48, 49]. These deviations were accounted for in our structural models

and refinements [Figs. 10.4, 10.5].

The SEM back scattered electron images taken from the (0001) surface of the heat treated

crystals, [Fig. 10.3 (a-c) lower panels], show degradation of the single phase crystal into a bimodal

microstructure consisting of a darker matrix and lighter laminas. These laminas follow the hexag-

onal symmetry of the original crystal crossing each other at 60◦ or 120◦ angles. The thickness of

the laminar features is ∼0.05 – 0.1 µm, and their lengths vary in the range ∼ 1 – 10 µm. Distances

between two laminas are ∼2 – 3 µm. The elemental EDS analysis of the heat treated material

[Table 10.1] indicates the segregation of Ta-rich phases into the laminar features, whereas the

matrix material becomes practically Ta-free in the Cu-richest crystal IV.

B. X-Ray Analysis and Crystal Structure Determination.

Powder and single crystal X-ray analyses were performed to determine the structure of crystals I

– V. Rietveld fitting of the powder X-ray pattern taken from the as-grown, crushed and thoroughly

powdered, single crystals of I – V showed that all Bragg reflections were well indexed within the

CaCu5-type structure (hP6, P6/mmm), providing a strong argument for the single-phase nature of

the as-grown crystals in agreement with our SEM observations [Fig. 10.3]. To address the EDS-

observed Ta presence and Ce deficiency, especially in the as-grown crystals I, III, and V [see Table

10.1], we considered known structural derivatives of CaCu5 [47]. These derivatives are typically

observed in binary and ternary rare-earth – transition metal systems near the ∼1:5 and ∼2:17

stoichiometries and result from the replacement of rare-earth atoms by pairs of transition metal
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Figure 10.4 Powder X-ray patterns and Rietveld refinement results for (a) - III

– Ce15.7Ta0.6Co67.8Cu15.9, (b) - IV – Ce16.3Ta0.3Co61.7Cu21.7 before (upper)

and after (lower) heat treatment. The observed profile is indicated by circles

and the calculated profile by the solid line. Bragg peak positions are indicated

by vertical ticks, and the difference is shown at the bottom.

atoms. The CaCu5 substructure can be retained if the replacement is fully random, as in TbCu7

[50], but may be transformed into various superstructures, such as Th2Zn17 [51], Th2Ni17 [52], etc.,

if the substitution is ordered. A third possibility comes as combination of ordered and disordered

rare-earth – “dumb-bell” substitutions which are contained in a superstructure, e.g., LuFe9.5 [53]

and PrFe7 [54]. We tried Rietveld refinements with structural models allowing the presence of Ta

but the clear indexing of Bragg reflections within the parent, CaCu5-type, 1:5 structure [Fig. 10.4]

indicates a minor and random distribution of Ta.

We allowed Ce/Ta or T/Ta (T = Co, Cu, Fe) statistical mixings on the 1a, 2c, and 3g sites

with and without an under-occupancy of Ce on the 1a site. The substitution of Ce atoms by T –

T “dumb-bells” was introduced into the model as an independent crystallographic 2e site (0 0 z)

with z = ∼0.3. The last model represents a small departure from the CaCu5 structure towards the
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Table 10.2 Single crystal and refinement data for III – Ce15.7Ta0.6Co67.8Cu15.9, IV –

Ce16.3Ta0.3Co61.7Cu21.7 and V – Ce14.3Ta1.0Co62.0Fe12.3Cu10.4. The errors for

the lattice parameters are derived form the crystal structure solution.

crystal III IV V

EDS composition Ce0.94Ta0.04Co4.06Cu0.94 Ce0.99Ta0.00Co3.70Cu1.30 Ce0.86Ta0.06Co3.72Fe0.73Cu0.62

refined composition Ce0.98Ta0.04Co4.25Cu0.75 Ce0.99Ta0.02Co3.79Cu1.21 Ce0.94Ta0.12Co3.68Fe0.72Cu0.60

formula mass 442.68 442.57 449.52

Space group, Z P6/mmm; 1 P6/mmm; 1 P6/mmm; 1

a (Å) 4.946(1) 4.952(1) 4.928(1)

c (Å) 4.038(1) 4.035(1) 4.073(1)

V (Å3) 85.57(4) 85.70(5) 85.66(2)

dc (Mg/ m3) 8.52 8.57 8.69

µ (mm−1;MoKα) abs. coef. 37.85 37.08 39.78

reflns. collected/ Rint 1631/0.025 2002/0.042 1808/0.027

ind. data /restrains/ params. 79/0/12 109/0/13 91/0/11

GoF (F2) 1.221 1.129 1.172

R1/ wR2 [I >2σ(I)] 0.018/ 0.041 0.021/ 0.048 0.030/ 0.063

R1 /wR2 [all data] 0.021/ 0.041 0.025/ 0.046 0.031/ 0.063

Largest diff peak /hole (e/Å3) 0.80/ -0.74 1.04/ -0.99 1.91/ -1.53

closely related TbCu7 structure with slight Ce/“dumb-bell” substitution within the hexagonal 1D

channel [see Fig. 10.5]. The Ce/Ta and T/Ta mixings did not produce satisfactory fits, significantly

increasing the residuals and showing unreasonable isotropic temperature parameters, whereas the

“dumb-bell” refinements were insensitive to small amounts of T – T (T = Ta, Co, Cu and/or Fe)

pairs and were comparable to those without any Ta, and were proportional to the EDS- determined

Co/Cu mixings on the 2c and 3g sites, suggesting minimal disorder. Although present powder X-ray

refinements did not clearly address Ta occupation, they clearly determined lattice parameters as

well as demonstrated phase content and purity of the material before and after the heat treatment.

Data are presented in [Fig. 10.4 (a, b). upper panels] for the crushed, as-grown, crystals of III

and IV. Phase analysis of powder X-ray patterns taken from crushed heat treated crystals of III

[Fig. 10.4 (a, b) lower panels] revealed clear presence of Ta-like impurities (Fm-3m, a = 4.446(1) Å)

confirming the EDS findings [Fig. 10.3], whereas in IV Ta was not detected in the X-ray pattern.

Single crystal X-ray diffraction of the as-grown crystals showed poor quality of the crystals

suggesting crystal intergrowth, twining, residual stress or stacking fault effects. These defects
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Figure 10.5 Single crystal refinement for III – Ce15.7Ta0.6Co67.8Cu15.9,

IV – Ce16.3Ta0.3Co61.7Cu21.7 and V – Ce14.3Ta1.0Co62.0Fe12.3Cu10.4: [110]

views of (a) – CaCu5-type and (b) – TbCu7-type structures with and without

Ta “dumb-bells”, respectively and (c) - (e) – difference electron density maps

of structure solutions without “dumb-bells” (upper row) showing significant

residual electron density peaks of ∼3.5 – ∼13.5 e/A3 in 1D structural channels

at (0 0 z) with z ≈0.3, and with “dumb-bells” (lower row) with significantly

smaller residuals.

were very apparent on Laue frames from numerous (>10) specimens of I in form of strong streaking,

doubling of the reflections, and sometimes presence of the Debye rings. However, these effects

diminished in II and were practically absent in III and IV allowing structural characterization of

the as-grown crystals of III – V [see Table 10.2]. Single crystal structure solutions of III – V

confirmed their CaCu5 substructure [see Table 10.2, 10.3]. However, disorder was detected within

the 1D hexagonal channels, as seen in the residual electron density peaks of ∼5.0, ∼3.8 and ∼13.2

e/Å3 at (0 0 z), z ≈0.295 for III, IV and V, respectively. Only by filling the 2e site with the

heaviest and largest available pair, Ta – Ta, we were able to reach satisfactory refinement. The

R1/wR2 residuals dropped by 50 – 70 % in comparison to the solutions without Ta and showed
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Table 10.3 Atomic coordinates, Equivalent Isotropic Displacement Parameters (Å× 103),

and Site Occupancy Factors Refined for III – Ce15.7Ta0.6Co67.8Cu15.9, IV –

Ce16.3Ta0.3Co61.7Cu21.7 and V – Ce14.3Ta1.0Co62.0Fe12.3Cu10.4.

atom WP x y z Ueq. SOF #

Ce 1a 0 0 0

15(1)

16(1)

19(1)

0.977(2)

0.988(1)

0.936(3)

III
IV
V

Ta 2e 0 0

0.280(6)

0.296(9)

0.292(4)

15(1)

16(1)

19(1)

0.023(2)

0.012(1)

0.064(3)

III
IV
V

M1a 2c 2/3 1/3 0

14(1)

15(1)

23(1)

1.00 Co

0.23(7) Cu

1.00 Co

III
IV
V

M2 3g 1/2 0 1/2

10(1)

10(1)

10(1)

0.25(6) Cu

0.25(5) Cu

0.24 Fe/ 0.20 Cu

III
IV
V

[]

aThe atomic symbol “M” stands for Co/Cu or Co/Fe/Cu mixed occupancy; 3g occupancy for

sample V have been fixed.

minimal fluctuations of the rest electron density in the final fits. Fig. 10.5 shows the differential

Fourier maps for III – V with and without the “dumb-bell” disorder. One significant deficiency of

the solutions is the interatomic T – T distances of ∼2.35 Å, which is typical for Co – Co, Co – Cu

and Co – Fe pairs but is extremely short for Ta – Ta.

However, the “dumb-bell” configuration with large and heavy atoms similar to Ta is not un-

precedented and was reported for similar structure of CeFe10Zr0.8(d (Zr - Zr) ≈ 2.65 Å) [55]. However,

the stoichiometry of V shows significant deviation from the ideal 1:5 stoichiometry. The content

of 1D channels (Ce plus the Ta – Ta pairs) does not reach the expected 16.7 at.%, meaning that

some of T atoms must participate in the channel disorder.

C. Transmission Electron Microscopy.

Fig. 10.6 (a) is a high-angle-annular-dark-field (HAADF) scanning transmission electron mi-

croscope (STEM) image of an as-grown sample III showing the overall microstructure. The entire

region consists a single crystalline phase. Fig. 10.6 (b) is an enlarged HAADF image which shows

a dark-contrast line. It was the only feature that can be found in the entire scan area. Fig. 10.6 (c)
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Figure 10.6 (a) - HAADF STEM image of as-grown III – Ce15.7Ta0.6Co67.8Cu15.9 showing

the overall microstructure, (b) - enlarged HAADF image shows a dark-contrast

line, (c ) - diffraction pattern taken from the region shown in (b) including

the matrix and the dark line, (d) - high resolution STEM image taken from

orange-boxed area in (b) under [1-10] zone axis. The inset at bottom right is an

enlarged atomic image with atomic model of hexagonal 1:5 Ce/Co/Cu phase.

The bright dots and dark dots in the images correspond to atomic columns

of Ce and (Co, Cu) elements, respectively, (e) - enlarged image of blue-boxed

area in (b) and dark line in single crystalline phase is shown clearly, (f) - EDS

elemental mapping of (e) clearly showing Co enrichment in the line, the small

Co and Cu elemental maps-insets are presented for contrasting observation of

Cu depletion in the same line.

is a diffraction pattern taken from the region shown in Fig. 10.6 (b) including the matrix and the

dark line. It clearly shows the single crystalline 1:5 phase. It seems that the dark line region has

the same crystal structure and it is not a precipitate which would have made additional diffracted

spots in Fig. 10.6 (c). Fig. 10.6 (d) is a high resolution STEM image taken from orange-boxed area

in Fig. 10.6 (b) under [1-10] zone axis. The inset at bottom right is an enlarged atomic image with

an atomic model of hexagonal 1:5 phase. The bright dots and dark dots in the images correspond

to atomic columns of Ce and Co/Cu elements, respectively. Fig. 10.6 (e) is an enlarged image of

blue-boxed area in Fig. 10.6 (b) and dark line in single crystalline phase is shown clearly. Fig. 10.6
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Figure 10.7 (a) - HAADF image of heat treated III – Ce15.7Ta0.6Co67.8Cu15.9 showing the

overall microstructure, (b) - enlarged image of blue-boxed area in (a), (c) -

EDS elemental mapping corresponding to (b). The bright regions are Ta-rich

and considered as Ta precipitate, (d) - enlarged image of orange-boxed area

in (b), (e) - diffraction pattern taken from (d) including the matrix and the

Ta precipitate, (f) - high resolution STEM image taken from the matrix in

(d) under [1-10] zone axis.

(f) is an EDS elemental mapping of Fig. 10.6 (e). The chemical contrast between the matrix and

the dark line is observed. The EDS result shows the dark line is Co-rich and Cu-deficient.

Fig. 10.7 (a) is a HAADF image of an annealed sample showing the overall microstructure. Many

bright areas were observed unlike the unannealed sample shown in before in Fig. 10.6. Fig. 10.7

(b) is an enlarged image of the blue-boxed area in Fig. 10.7 (a) and Fig. 10.7 (c) is the EDS

elemental mapping corresponding to Fig. 10.7 (b). The bright regions in Fig. 10.7 (b) are Ta-rich

and considered as Ta precipitates. Additionally, a few dark lines are observed in the Ta precipitate.

The difference in brightness of precipitates is attributed to the difference in the thickness of each

precipitate. Fig. 10.7 (d) is an enlarged image of the orange-boxed area in Fig. 10.7 (b) and

Fig. 10.7 (e) is a diffraction pattern taken from Fig. 10.7 (d) including the matrix and the Ta

precipitates. Fig. 10.7 (d) shows Ta precipitates coherently embedded by epitaxial precipitation

and the corresponding diffraction pattern shows the epitaxial relationship between the matrix and
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Figure 10.8 (a) - high resolution HAADF image of the interface between the matrix and

the Ta precipitate taken from red-boxed area in Fig. 10.7 (d) and (b - f) -

corresponding EDS elemental mapping results. The white lines indicate the

same position in each image.

Ta precipitate. The orientation relation was observed as follows: (110) CeCoCu // (110) Ta; (002)

CeCoCu // (1-10) Ta; and [1-10] CeCoCu // [001] Ta. Fig. 10.7 (f) is a high resolution STEM

image taken from the matrix in Fig. 10.7 (d) under [1-10] zone axis. It is the same as that seen

in Fig. 10.6 (d). The inset at bottom right is an enlarged atomic image with an atomic model of

hexagonal 1:5 Ce/Co/Cu phase. The bright dots and dark dots in the images correspond to atomic

columns of Ce and Co/Cu elements, respectively. Fig. 10.8 shows high resolution HAADF images of

the interface between the matrix and the Ta precipitate taken from red-boxed area in Fig. 10.7 (d)

and corresponding EDS elemental mapping results [Fig. 10.7 (b-f)]. The white dashed lines indicate

the same position in each image. Although Cu-rich and Co-deficient region was observed near the

precipitate [Fig. 10.7 (c)], there was also Co, Ce-rich and Cu-deficient interface between the matrix

and Ta precipitate. The dark lines in the Ta precipitate turned out to be Co-rich. Considering

EDS maps at the interface and near the precipitate, it is assumed that Co was infiltrated into the

precipitate [Fig. 10.7 (d)], and Co became deficient near the precipitate with relative Cu-rich as a

result. As will be discussed below the high resolution TEM results will be returned to, for both



www.manaraa.com

246

as-grown and heat-treated samples of crystal III, to elucidate the pinning mechanism that leads

to significant coercivities in the crystals.

10.5 Magnetic Properties

A. As-grown crystals. Curie temperature, magnetocrystalline anisotropy field and

energy density.

Fig. 10.9 presents the Curie temperatures for samples I – V as inferred from the peak in

dM/dT shown in the inset. The Curie temperatures Tc estimated by the minimum in the derivative

correspond closely to the Tc derived via the more accurate Arrot plot method (see below). The

Tc-value decreases rapidly with increasing Cu content for Fe-free samples I – IV. This is consistent

with the early report [36] and indicates weakening in the ferromagnetic exchange interactions within

the Co sublattice due to the introduction of nonmagnetic Cu. In contrast, the Fe-doped crystal

V shows remarkable improvement of Tc, increasing by over 150 K to ∼820 K, a value that is

significantly higher than the Tc = 653 K of the parent CeCo5 [56]. Using band structure analysis,

we find that Fe-doping of CeCo5 and Ce(Co,Cu)5 increases the ordering energy ∆E = ENM −EFM

(NM – non-magnetic and FM – ferromagnetic states), as well as the total magnetic moment of the

systems (see Section V below). This leads to the remarkable increase of the Curie temperature and

saturation magnetization.

To more formally determine Tc, we prepared an Arrot plot analysis for III using isotherms

between 460 K to 500 K [Fig. 10.10]. The Curie temperature for III is estimated to be ∼ 480 K,

since the isotherm at that temperature is closest to a straight line and passes through the origin.

In Fig. 10.5 we show representative M(H) isotherms for sample V. In the inset we plot the

spontaneous magnetization value for each temperature inferred from the extrapolation of the linear

region of the M(H) back to H = 0. As can be seen, these data suggest a Tc ∼ 820 K (estimated by

generalized Bloch law fitting of spontaneous magnetization), in good agreement with Fig. 10.9

Fig. 10.12 (a) shows the magnetocrystalline anisotropy field, Ha, at room temperature for

all as-grown crystals I – V; the low temperature estimations of Ha were done for crystals III
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Figure 10.9 Curie temperatures for the as-grown I – Ce15.1Ta1.0Co74.4Cu9.5,

II – Ce16.3Ta0.6Co68.9Cu14.2, III – Ce15.7Ta0.6Co67.8Cu15.9, IV –

Ce16.3Ta0.3Co61.7Cu21.7 and V – Ce14.3Ta1.0Co62.0Fe12.3Cu10.4 inferred from

the peaks in derivative of magnetization with respect to temperature, i.e.

dM/dT obtained for each crystal (see inset). Magnetization data were ob-

tained under magnetic field of 0.01 T.

and V and are presented in Fig. 10.12b. The anisotropy field was estimated by the high-field,

linear extrapolation of the field-dependent moment along the easy [001] and hard (H ⊥ [001]) axes

[22, 46]. The room temperature Ha for the Fe-free, as-grown crystals I – IV exhibit a maximum

anisotropy field of ∼118 kOe in crystal II. The addition of Fe shows a detrimental influence on

the magnetocrystalline anisotropy, (in Fe-doped V the anisotropy field drops to ∼65 kOe [see inset

in Fig. 10.12a], but the spontaneous magnetization increases by ∼30 % compared to crystals with

similar Cu contents). Low temperature measurements estimate the spontaneous magnetization for

crystals III and V to be ∼3.7 and ∼6.8 µB/f.u., respectively.

The temperature dependent magnetocrystalline anisotropy energy density was measured using

the Sucksmith-Thompson method [57, 58, 46] by using the hard axis magnetization isotherms for

crystals III and V [Fig. 10.13]. In this method, the Y-intercept (I) of Hint
M⊥

vs M⊥
2 curve is
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Figure 10.10 Arrott plot for III - Ce15.7Ta0.6Co67.8Cu15.9 with isotherms taken in 5.0 K

intervals as indicated in the graph. The Curie temperature is ∼ 480 K

as inferred from the plot since the isotherm is closest to linear and passes

through origin.

used to determine K1 as I = 2∗K1

MS
2 where M⊥ is hard axis magnetization and MS is the saturation

magnetization. The corresponding uncertainty in measurement was determined using the following

formula ∆K1 = K1 ∗ [∆I
I + 2 ∗ ∆MS

MS
] [59]. Here the uncertainty ∆I was determined from the

uncertainty of the linear fit. ∆MS was determined by the difference between maximum possible

upper bound of the saturation magnetization (obtained as the Y-intercept intercept of M vs 1
H )

and lower bound (obtained as the linear fit of M(H) data as shown in 50 K magnetization data in

Fig 11) for each temperature.

Interestingly, the as-grown single crystals showed magnetic hysteresis when measured along the

easy axis of magnetization [001]. For example, crystal III exhibited a hysteresis (see Fig. 10.1) which

reached Hc ≈ 1.6 kOe and Br ≈ 4.2 kG, Ms ≈ 4.2 kG and (BH)max. ≈ 3.5 MGOe [Fig. 10.14], which

is comparable to most of anisotropic sintered alnico grades [60]. This is remarkable considering

the common belief that the appearance of the coercivity is a result of the extrinsic properties, e.g.,

development of proper microstructure for strong magnetic domain pinning, and this is generally
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Figure 10.11 Representative of M(H) isotherms for the as-grown crystal

V– Ce14.3Ta1.0Co62.0Fe12.3Cu10.4. In the inset - spontaneous magnetization

for each temperature inferred from the extrapolation of the linear regions of

the M(H) back to H = 0. Red star shows extrapolated TC value following

Bloch law M(T ) = M(0)[1− (T/TC)]3/2.

not associated with a single phase single crystal as determined by the SEM and XRD exami-

nations [Figs. 10.3,10.4], which did not reveal any elemental precipitations, segregations, or any

microstructure on their corresponding length-scales.

The detailed high resolution STEM examination of the as-grown sample III [Fig. 10.6] showed

the basic uniformity and integrity with small Co-enriched and Cu depleted regions/stripes coher-

ently dispersed throughout the matrix. Unfortunately, the size of these stripes did not allow for EDS

composition determination or structural analysis. However, based on previous reports [21, 22, 23],

we assume that these are embryonic structural defects caused by stacking faults compensating for

various channel disorders within the material. These may also be the nucleation sites for the de-

composition and/or miscibility gap as suggested in previous literature [36].
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Figure 10.12 (a) - anisotropic field-dependent magnetization along easy and hard axes of

the as-grown crystals I – Ce15.1Ta1.0Co74.4Cu9.5, II – Ce16.3Ta0.6Co68.9Cu14.2,

III – Ce15.7Ta0.6Co67.8Cu15.9, IV – Ce16.3Ta0.3Co61.7Cu21.7 and

V – Ce14.3Ta1.0Co62.0Fe12.3Cu10.4 at 300 K. Inset in the lower-right corner -

dependence of the anisotropy field Ha vs. Cu concentration, (b) - anisotropic

field-dependent magnetization along easy and hard axes of the as-grown crys-

tals III – Ce15.7Ta0.6Co67.8Cu15.9 and V – Ce14.3Ta1.0Co62.0Fe12.3Cu10.4 at

50 K.

B. Heat-treated crystals. Coercivity, pinning and magnetic energy.

After heat treatment, the crystals I – IV show significantly increased magnetic hystereses with

a monotonic increase of coercivity, Hc, and a linear decrease of spontaneous magnetization Ms

with increasing Cu content [Fig. 10.15]. For example, the magnetic characteristics of III change as

follows: significant increase of Hc from ∼1.6 to ∼6.3 kOe with an increase of Br (Ms) from ∼4.2 (4.2)

to ∼5.3 (5.7) kG, resulting in (BH)max. of ∼7.8 MGOe [Fig. 10.16]. In addition to the conspicuous

increase in magnetic hysteresis, there is a noteworthy increase in saturated magnetization of the

heat-treated samples [Fig. 10.1 and Fig. 10.15, upper inset]. This increase in magnetic properties
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Figure 10.13 Comparison of temperature dependent magnetocrystalline anisotropy energy

density of III - Ce15.7Ta0.6Co67.8Cu15.9 and

V - Ce14.3Ta1.0Co62.0Fe12.3Cu10.4.

correlates with the appearance of the Ta-rich precipitates [see SEM images above, Fig. 10.3]. The

STEM analysis confirmed that these are 90 - 95 % pure rectangular blocks of Ta (according to

diffraction patterns and elemental analysis), and their interfaces were coherent with the matrix

material. However, high magnification TEM EDS maps [Fig. 10.7 (c), Fig. 10.8] observed a

Cu-deficient and Co-enriched layer at the interface of the precipitates and the matrix, and Co was

detected in precipitates as lines, which somewhat resemble observations of rare Co-enriched and

Cu-depleted lines in the as-grown STEM examination [Fig. 10.6].

These results suggest that the high coercivity may be explained by the Ta-rich precipitates

serving as pinning sites and can be described using a simple domain pinning model. Typically, the

coercive force is inversely proportional to the saturation magnetization for a particular magnetocrys-

talline energy (Hc =
√

AK/Msl, where A – exchange constant, K – magnetocrystalline anisotropy,

Ms – saturation magnetization and l – the distance between the precipitates) [21, 22, 23]. According

to the equation, by increasing the amount of pinning precipitates we decrease the volume fraction of

the matrix material and magnetization Ms of the system. Also the distances l between the precipi-
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Figure 10.14 Room temperature second quadrant magnetic hysteresis loops for the as–

grown crystals III – Ce15.7Ta0.6Co67.8Cu15.9 and

V - Ce14.3Ta1.0Co62.0Fe12.3Cu10.4, 4πM indicated as solid line and B as a

dashed line (left pannel). Estimation of the energy products (BH)max. (right

pannel).

tates become shorter. As a result, the coercivity Hc increases. Thus, the Hc of our crystals should

be directly proportional to the Ta content. However we observe the inverse proportionality: total

Ta content monotonically decreases in crystals I through IV [Table 10.1], whereas the coercivity

monotonically increases [Fig. 10.15].

In contrast, the Hc increase correlates directly with increasing Cu content [Fig. 10.15, see

both insets], also following the proposed precipitation coercivity mechansim (see equation above).

Pinning of magnetic domains should occur on the precipitates, the amount of which is regulated

by Cu rather than Ta content. However we do not observe precipitates that are clearly associated

with Cu, except Cu-depleted regions observed in STEM experiments [Fig. 10.7 (c), Fig. 10.8].

Therefore, we consider the Ta-rich precipitates as a secondary effect, which decorates the ex-

tended 3D defects and structural imperfections that originate from Cu depleted and Co enriched

lines observed in the as-grown crystals [Fig. 10.6] and consequently develop into the regions be-

tween Ta-rich precipitates and matrix in the thermally aged crystals [Fig. 10.7 (c), Fig. 10.8].
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Figure 10.15 Magnetic hysteresis loops of the heat-treated crystals I –

Ce15.1Ta1.0Co74.4Cu9.5, II – Ce16.3Ta0.6Co68.9Cu14.2, III –

Ce15.7Ta0.6Co67.8Cu15.9,

IV – Ce16.3Ta0.3Co61.7Cu21.7 and V – Ce14.3Ta1.0Co62.0Fe12.3Cu10.4 at 300

K. Upper-right inset – dependence of the spontaneous magnetization Ms vs.

Cu concentration for the as-grown and heat treated crystals. Lower-right

inset – dependence of the coercivity Hc vs. Cu concentration for the as-grown

and heat-treated crystals.

The amount of these imperfections must increase with increasing Cu content and lead to increased

coercivity.

According to the literature, coercivity in the Cu and Fe substituted CeCo5 is casued by fine

precipitates which originate from partial matrix decomposition similar to eutectoidal, observed

in pure CeCo5 [21, 22, 23]. Whereas in the Cu substituted CeCo5 the pronounced coercivity is

related to a miscibility gap with a critical temperature close to 800 ◦C [36]. Both observations

support the idea of intragranular domain pinning on extended 3D defects created as a result of

matrix phase transformations during the heat-treatment (hardening) of the samples. In the first

case, the precipitated 2:17 phase serves as a pinning site and contributes slightly to the increase in

magnetization. In the second, because of decreased miscibility at lower temperatures, two phases
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Figure 10.16 Room temperature second quadrant magnetic hysteresis loops for the

heat-treated crystals III – Ce15.7Ta0.6Co67.8Cu15.9 and

V - Ce14.3Ta1.0Co62.0Fe12.3Cu10.4, 4πM indicated as solid line and B as a

dashed line (left pannel). Estimation of the energy products (BH)max. (right

pannel).

with similar Cu/Co ratios and different Curie temperatures exist. The Cu-poor phase supposedly

serves as a pinning precipitate with increased magnetization, and the Cu-richer phase contributes

towards the higher anisotropy matrix. One indirect confirmation of such mechanism is observed

in the Fe-free crystals I – IV, which show atypical and increasing magnetization after the heat

treatment [see the left inset in Fig. 10.15]. This suggests a change of the magnetic nature of the

matrix. However, this must occur with a minimal composition change as no significant difference in

compositions were detected before and after the heat treatment [Table 10.1]. With the addition of

Fe, the decomposition process complicates, and besides the miscibility gap, the precipitation of the

very stable 2:17 Ce/Co/Fe phase is possible [21, 22, 23]. This however was not clearly confirmed

in the Fe-doped crystal V. Current SEM/EDS examinations of V show a microstructure similar

to the Fe-free crystals III and IV [Fig. 10.3]. After the heat treatment the 2:17 phase was not

observed.

Another explanation of pronounced increase in magnetization after the heat treatment may

be associated with removal of Ta from the matrix material. Please note that the increase in
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Figure 10.17 (a) - total moment (µB/unit cell) as a function of Fe doping; (b) - the energy

difference between nonmagnetic state and ground state (ferromagnetic state)

in Kelvin on per Co/Fe basis as a function of Fe doping for Ce(Co1−xFex)4Cu.

magnetization is most pronounced in IV with most complete removal of Ta after the heat treatment

[see Table 10.1]. One possible explanation for the surprisingly large impact of the removal of Ta

on magnetic properties of our CeCo5-based material is as follows. Previous theoretical work [61]

finds that CeCo5 is surprisingly near to a non-magnetic state, based on Stoner physics, despite

its substantial Curie point. We suggest that Ta may locally drive the system toward a non-

magnetic or less-magnetic state, so that its removal may restore or enhance magnetic character

locally. Further theoretical work would clearly be needed to address this notion, and it may well

be difficult to account quantitatively for the observed magnitude of the behavior - ∼25 percent

increase in magnetization for a removal of 0.3 atomic percent of Ta. Nevertheless, systems near a

magnetic instability can exhibit a disproportionate response to small impurity concentrations, as in

paramagnetic Fe impurities having huge effective moments in a Pd-Rh matrix [62], and we suggest

the possibility of similar behavior here.
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Figure 10.18 (Left) hysteresis loop of Ce(Co0.8Cu0.2)5 system (i.e., Ce16.67Co66.67Cu16.67)

calculated using η=15% and R0 = 0.8δB. The parameter η represents the

probability for neighboring blocks to be exchange coupled, while R0 is the

defect size, in units of the Bloch domain wall thickness δB, taken here as

4 nm [36]. (Right top) calculated spontaneous magnetization and MAE of

Ce(Co1−xCux)5 Ce16.67Co83.33(1−x)Cu83.33x) (i.e. as a function of Cu con-

centration). (Right bottom) coercivity of Ce(Co0.8Cu0.2)5 system (i.e., as a

function of R0 and η parameters). η (R0) dependence was evaluated for fixed

R0=0.8 (η=15%).

10.6 Theoretical calculations

There are two main questions associated with the extraordinary magnetic nature of the Cu and

Fe substituted CeCo5: i - strong improvement of both Curie temperature and the magnetization by

the addition of Fe and ii - the high coercivity that is driven primarily by a Cu-regulated intragranular

pinning mechanism rather than the more typical strong magnetocrystalline anisotropy. We address

these in the next two sections through theoretical calculations and multiscale modeling.

A. Increase of Curie temperature in Fe-doped samples.

To understand the observed magnetic behavior and increase in Curie point with Fe substitution,

first principles calculations for CeCo5 and CeCo4Cu were performed using the density functional

theory as implemented in the WIEN2K code [63]. Calculations were performed using the experi-
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mental lattice parameters. In this structure all internal coordinates are symmetry-dictated, so no

internal coordinate optimization was performed. The LAPW sphere radii were set to 2.4 Bohr for

Ce and 2.0 Bohr for Co and Cu. In addition to ensure proper convergence of the basis set Rkmax

= 9.0, was used. Here R and kmax are the smallest LAPW sphere radius and the largest interstitial

plane-wave cutoff, respectively. All the calculations are performed by assuming a collinear spin

arrangement. The magnetic anisotropy energy (MAE) is obtained by calculating the total energies

of the system with spin orbit coupling (SOC) as K = E[100] - E[001], where E[110] and E[001], are the

total energies for the magnetization oriented along the a and c directions, respectively. For these

MAE calculations the convergence with respect to the number of K-points was carefully checked.

All the MAE results reported in this section correspond to 2000 K-points in the full Brillouin zone.

To correctly treat the strong interactions between the Ce-f electrons, the Hubbard U correction was

applied, with UCe = 3.0 eV. For the DFT+U calculations, the standard self-interaction correction

(SIC) [64, 65] method was used.

For the modeling of CeCo4Cu, Cu was substituted in the Co hexagonal ring (2c Co-site), as our

calculations find this location for Cu to be energetically favorable (relative to the 3g site) by some 30

meV/Cu. Fe alloying in CeCo4Cu was realized within the virtual crystal approximation (VCA). The

calculated magnetic behavior for CeCo5 is in good agreement with the experimental measurements

with a total magnetization of 6.8 µB per unit cell. The calculated spin moment on each 2c-Co

atoms was 1.42 µB whereas the moment on 3g-Co atoms is 1.5 µB. This is accompanied by an

orbital moment of ∼ 0.13 µB. The calculated Ce spin moment is -0.71 µB. Upon Cu substitution

(for CeCo4Cu) the moment on the Co atoms is reduced to 1.18 and 1.40 µB on Co-2c and Co-3g

site, respectively. However, upon Fe alloying in CeCo4Cu (CeCo4−xFexCu) the total magnetization

in the unit cell increases linearly with Fe doping as shown in Figure 10.17a. The calculated MAE of

∼ 3.17 MJ/m3 without including the Hubbard U parameter (U = 0) is rather small when compared

to the experimental MAE of 10.5 MJ/m3 [56]. However a GGA+U calculation with UCe as 3.0 eV

gives an MAE of 9.0 MJ/m3 in good agreement with the experimental value.
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The most remarkable observation of experimental measurements is the increase in Curie tem-

perature of CeCo5 by alloying with Cu and Fe. We explain this observation using two methods,

one more roughly qualitative, the other more quantitative. For the first method, we note that

for a local moment magnetic material, the Curie point is ultimately controlled by the interatomic

exchange interactions, which are often determined by an effective mapping of the first-principles-

calculated energies of various magnetic configurations to a Heisenberg-type model. However, the

magnetic configurations considered here (using the parameters above) all converged instead to

the spin-polarized case with all Co spins aligned in the ferromagnetic fashion. These calculations

suggest that the magnetism in this material is of itinerant type.

For such a system the calculation of the Curie point is more involved. For this first qualitative

approach we therefore limit ourselves to a simple consideration of the magnetic ordering or forma-

tion energy - the energy difference ∆E = ENM -EFM where ENM is the energy of a non-magnetic

configuration and EFM is the energy of the ferromagnetic configuration. While this energy contains

contributions from both the intra-atomic Hund’s rule coupling (which does not determine Curie

points) and the inter-atomic exchange coupling (which does determine Curie points), it is plausible

that within a given alloy system, such as CeCo4−xFexCu, the trend of the Curie point with alloying

is generally captured by the trend of this energy. For example, the general quenching of 3d orbital

moments in magnetic systems away from the atomic limit indicates, as expected, that the atomic

Hund’s rule coupling is not the only relevant interaction here.

In order to get some insight into the Curie temperature, we have therefore calculated this energy

∆E for Ce(Co1−xFex)4Cu on a per Co/Fe basis. This, along with the associated magnetic moment,

is plotted in Figure 10.17 as a function of Fe doping. One observes a substantial ordering energy

increase (from ∼ 900 K to ∼ 1500 K) with increasing Fe doping from x = 0 to x = 0.3, along with a

substantial magnetic moment increase. From a theoretical standpoint, it is noteworthy that ∆E is

as high as 1500 K for x = 0.3. This large energy does suggest the possibility of some local character

of the magnetism on the 3d (i.e. Co and Fe) atoms with increased Fe content in Ce(Co1−xFex)4Cu.

Note that a previous theoretical treatment of CeCo5 [61] found evidence, as we do here, for itinerant
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character in CeCo5, so that increased Fe contents in these materials are of both theoretical and

experimental interest.

Our second method of calculating the Curie point of this system is more quantitative. While the

increase of magnetization and the corresponding magnetic formation energy (Fig. 10.17) with the

addition of Fe atoms to CeCo5 is generally expected, the observed increase of Curie temperature

TC requires a more detailed explanation. To describe theoretically the dependence of the TC on

concentration of Fe we employed the traditional mean field approximation (MFA) for systems with

non equivalent magnetic atoms in a primitive cell. In this approximation TC of a system with N

nonequivalent magnetic atoms is calculated as the largest solution of the equation

det[Tnm − Tδnm] = 0, (10.1)

where n and m are the indices of the non-equivalent magnetic sublattices, Tnm = 2
3J

0
mn. Here J0

mn

is an effective magnetic exchange interaction of an atom from sublattice n with all other atoms from

the sublattice m. The exchange coupling parameters J0
mn have been obtained using the multiple

scattering formalism expression obtained in Ref [66] and extensively tested in Ref [67]. The cor-

responding dependence on content has been described using the coherent potential approximation

(see details in Ref.citeCPA).

The calculations for pure CeCo5 revealed that the value of TC is determined by the strong

ferromagnetic nature of the Co-Co interactions. The absolute value of the exchange parameters

decays quickly with increasing interatomic distance so that the main contribution to TC comes

from the interaction between atoms lying within a distance of the two first neighboring shells. The

average value of the nearest neighbor coupling JCo−Co is approximately 15 meV. The contribution

from Ce atoms is weak and negative.

The obtained MFA value of TC = 790 K in CeCo5 shows the typical overestimation of the

experimental TC in this classical spin approach. The addition of Fe atoms shows an interesting

development of exchange coupling. First, we notice the appearance of a strong ferromagnetic Fe-Co

coupling JFe−Co=21 meV. Second, the addition of Fe atoms increases the magnetic moments on

Co atoms by approximately 0.1 µB with a corresponding increase of Co-Co exchange coupling as
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well. Overall this effect leads to nearly 20% increase of TC with a maximum of 950K at x=0.2-0.23.

This qualitatively confirms the experimentally observed trend. We find that further addition of Fe

atoms is detrimental for the ferromagnetism in these alloys and TC starts to decrease. Finally, we

also find from theory that a large increase of TC by nearly 35% can be obtained when replacing Ce

by Y atoms in CeCo5 alloys.

B. Multiscale modeling.

In this section we present theoretical studies of the hysteretic behavior of Cu- and Ta-doped

CeCo5 crystals in order to better understand the mechanism of coercivity in these systems. The

physics of magnetic hysteresis involves multiple length scales and is controlled both by intrinsic

and extrinsic properties of magnets. Therefore, our method is based on a multiscale approach that

combines first principles electronic structure calculations, micromagnetic models, and statistical

macromagnetic simulations.

The electronic structure calculations describe material behavior on atomic length scales and

allow us to evaluate intrinsic properties like spontaneous magnetization and MAE. We used density

functional theory (DFT) within the rotationally invariant DFT+U method [65] and the PBE ap-

proximation to the exchange-correlation functional [68]. We used a Hubbard U=2 eV and J=0.8 eV

for Co 3d electrons which were previously demonstrated to provide a good description of magnetic

properties for the LaCo5 and YCo5 materials [69]. The Kohn-Sham equations were solved using

the projector-augmented wave method [70] as implemented in the VASP code [71, 72]. We used a

1×1×2 supercell with respect to the primitive unit cell for CeCo5. For the Brillouin zone sampling

the Monkhorst-Pack scheme [73] was used with a dense 16×16×10 k-mesh. The energy cutoff for

the plane wave expansion was set to 320 eV. The crystal structures were fully relaxed until forces

acting on each atom were smaller than 0.01 eV/Å and all stress tensor elements were smaller than

1 kbar. The MAE was evaluated using the force theorem as the total energy difference between

states with the magnetization aligned along [100] and [001] directions.

Figure 10.18 (top right) shows the calculated spontaneous magnetization and MAE for Ce(Co1−xCux)5

as a function of Cu content. We assumed that the Cu atoms occupy the 3g atomic sites and we
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chose the lowest energy atomic configurations that correspond to the Cu atoms occupying the same

atomic layers. As seen, the spontaneous magnetization decreases with Cu content since Cu atoms

have negligible moments as expected from their 3d10 nominal configuration. This is in agreement

with the experimental results shown in Fig. 10.15 (inset). Regarding the MAE, our calculations

show that it has a complex non-monotonic dependence on Cu content. In particular, whereas small

Cu additions decrease the MAE, for larger concentrations the MAE shows a maximum as a function

of x. Converting these calculated MAE and magnetization results to anisotropy fields HA we find

the following anisotropy fields (in kOe) for x=0, 0.1, 0.2, 0.3, and 0.4, respectively: 166, 93, 131,

338 and 128. This non-monotonic HA behavior is qualitatively consistent with the experimental

results for the anisotropy field as a function of Cu content shown in Fig. 10.12 except that, exper-

imentally, the HA maximum is observed at lower Cu content (approximately x= 0.2, vs. x=0.3 for

the theory) and the corresponding HA values differ significantly from the theoretical values. These

differences are probably primarily caused by the fact that the configuration of Cu atoms in real

samples differs in some respect from the lowest energy configuration used in the calculations.

In order to study the hysteresis process, in addition to the knowledge of the calculated-above,

intrinsic parameters (magnetic anisotropy and magnetization), we need to also specify the mi-

crostructural features of the system at the nanometer and micron length scales. As discussed in

the previous sections, SEM and STEM measurements indicate that a network of planar defects

is present in the single crystal samples. For the as-grown crystals these defects form Co-enriched

and Cu-depleted laminar regions, which after heat treatment, become nucleation points for Ta-rich

planar precipitates. Clearly, these extended defects play a crucial role in establishing coercivity

in the system since they can efficiently pin the reversed magnetic domains, thus preventing them

from expanding over the entire crystal. In fact, as seen in Fig. 10.3, the crystal can be viewed as a

collection of blocks (of the size of several microns) that are, to a large degree, magnetically decou-

pled by the planar defects. In our model we consider an idealized version of such a microstructure

in the form of a simple cubic lattice of identical cubic micron-size Ce(Co1−xCux)5 blocks. While

the actual microstructure “blocks” are generally hexagonal (see. Fig. 3), the use of a simple cubic
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lattice greatly simplifies the calculation and is not expected to drastically change its qualitative

features. We assume periodic boundary conditions in a closed magnetic circuit setup so that there

is no demagnetization field. Since the decoupling of blocks by the planar defects is not perfect, we

introduce a parameter η which physically represents the probability for neighboring blocks to be

exchange coupled.

In addition, the blocks interact via the magnetostatic interaction that is described using the

Ewald technique as detailed in Ref. [74]. In a manner similar to the approach in Ref. [75], we

assume that each block has a number of magnetically soft defects (e.g. Co precipitates) with

exponentially distributed sizes f (R) = 1
R0
e−R/R0 where the parameter R0 is the characteristic

defect size. Assuming well-separated spherical defects, the switching field of each block can be

determined by micromagnetic calculations using the intrinsic parameters (magnetic anisotropy and

magnetization) calculated from the first principles calculations above. The hysteresis loop is then

calculated by starting from the saturated state and gradually decreasing the external magnetic

field. For each value of the external field the system magnetization is determined as follows. The

total magnetic field acting on each block is evaluated as a sum of the external and magnetostatic

contributions. When the total field is lower than the negative switching field of the block, the block

magnetization is reversed. Subsequently, all blocks that are exchange coupled to the reversed block

also have their magnetization reversed. The process is repeated iteratively, until a stable magnetic

configuration is achieved.

Figure 10.18 (left) shows the calculated hysteresis loop for a Ce(Co0.8Cu0.2)5 system calculated

using η=15% and R0 = 0.8δB where δB is the Bloch domain wall thickness of CeCo5 (around 4

nm [36]). As is evident, this choice of parameter results in a rectangular hysteresis loop with a

coercivity similar to the measured value for this Cu content [see Fig. 10.15]. Therefore, our model

is capable of reproducing the experimental results. Fig. 10.18 (bottom right) shows the dependence

of the coercivity on the microstructural parameters: η and R0. We observe that for R0 < δB, R0

strongly affects the coercivity while for R0 > δB, the coercivity depends only weakly on R0. As

expected, the coercivity decreases with η. Interestingly, around η = 20% we observe a change of
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slope and a much stronger reduction of coercivity is observed for larger η. These results indicate

that there are two possible mechanisms by which Cu doping enhances the coercivity. First, Cu

doping may increase the number and thickness of planar defects resulting in a decrease of the η

parameter. This is consistent with a scenario in which the defects are in fact, precipitates of the

Cu-poor 1:5 phase. A second possibility is that the Cu doping reduces the size of the magnetically

soft defects in the matrix phase.

10.7 Conclusions

Using a self-flux technique, we synthesized five different single crystals of Ta, Cu and/or Fe

substituted CeCo5. They retain a CaCu5 substructure and incorporate small amounts of Ta in

the form of “dumb-bells” filling the 2e crystallographic sites within the 1D hexagonal channel with

the 1a Ce site, whereas Co, Cu and Fe are statistically distributed among the 2c and 3g crys-

tallographic sites. The as-grown crystals appear single phased and homogeneous in composition.

Their single crystallinity is confirmed by XRD, SEM and TEM experiments. However they also

exhibit significant magnetic coercivities which are comparable to most anisotropic sintered alnico

grades. After the heat treatment (hardening), magnetic characteristics significantly improve. Ta

atoms leave the matrix interstices of the as-grown crystals and precipitate in form of coherent lam-

inas creating the so-called “composite crystal”. The “composite crystal”, formed during the heat

treatment, contains a 3D array of structural defects within a primarily single grain single crystal.

The mechanism of coercivity is regulated by Cu, and pinning occurs on the extended 3D defects

and structural imperfections that originate from Cu depleted and Co enriched lines observed in

the as-grown crystals and consequently develop into the regions between Ta-rich precipitates and

matrix in the thermally aged crystals. The structural defects form as a result of a thermodynamic

transformation of the matrix material associated with its partial decomposition and/or decreased

miscibility during hardening process. Significant improvement of magnetization in the heat-treated

samples may be associated either with the transformation of the matrix phase or with the removal

of Ta from the matrix. Fe strongly improves both the Curie temperature and magnetization of
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the system, which is associated with a strong increase in the magnetic ordering energy. The pecu-

liar thermodynamic transformations, which lead to intragranular pinning and a unique coercivity

mechanism that does not require the typical processing for the development of extrinsic magnetic

properties, could be used to create permanent magnets with lowered processing costs. Further com-

position - temperature - time optimizations may result in a critical material free and cost-efficient

gap magnet with energy product 15 – 16.5 MGOe.
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CHAPTER 11. SUMMARY AND CONCLUSIONS OF THE THESIS

Clean energy technologies such as high flux permanent magnets, magnetic refrigeration, portable

electrolytic batteries and light emitting phosphors need critical elements. High flux permanent mag-

nets namely Nd2Fe14B, SmCo5 and Sm2Co17 need critical rare-earth elements. Finding noncritical,

new, high-flux, permanent magnets that can compete with current high flux permanent magnets

can not be ruled out, but remains highly elusive in theoretical as well as experimental research.

In the meantime, discovery of new gap magnets could greatly reduce the dependency of the per-

manent magnets industry on rare-earth based, critical, high-flux, permanent magnets. The goal

of this thesis was to look for new transition metal and Ce-based ferromagnets with high uniaxial

anisotropy (≥5 T), high saturation magnetization (≥0.5 T), and high Curie temperature (≥ 550

K) that could be used for the gap magnets.

An exploratory, high-temperature, solution growth technique was employed in the vicinity of

transition metals Fe, Co or Mn rich eutectic points in less studied, volatile/high vapour pressure

exhibiting ternary phase diagrams such as Fe-P-B, Hf-Mn-P, Zr-Mn-P, Al-Fe-B and Al-Mn-B.

In Fe-P-B system, Fe5B2P was studied. The Curie temperature, base temperature saturation

magnetization and magnetocrystalline anisotropy energy of Fe5B2P is determined to be 655±2 K,

1.73 µB/Fe and ∼ 0.5MJ/m3 respectively. Likewise, both orthorhombic ZrMnP and HfMnP are

newly identified ferromagnets with Curie temperature 371 K and 320 K respectively. Corresponding

aniostropy fields at 50 K are determined to be ∼ 5 T and ∼ 10.5 T respectively. Similarly in

Al-Fe-B system, re-examination of single crystalline AlFe2B2 was carried out to provide intrinsic

magnetic parameters such as 2 K saturation magnetization (1.15 µB/Fe), Curie temperature (274

K) and maximum entropy change in phase transition, degree of itinerant nature of magnetism

and influence of hydrostatic pressure in its magnetic properties. In the Mn analogue, AlMn2B2,
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a near room temperature antiferromagnetic transition temperature (315 K) and low dimensional

magnetism (β = 0.21± 0.02) was observed in single crystalline AlMn2B2.

Ce is the most abundant and easiest to purify rare-earth element. We investigated the Co rich

section of Ce-Co-Mg Ternary phase diagram and discovered ferromagnetism in Mg doped solid

solution Ce3−xMgxCo9. Mg addition in Pauli paramagnetic CeCo3 introduces the quantum phase

transition to ferromagnetic solid solution Ce3−xMgxCo9 with the critical concentration x ∼ 0.35.

The solid solution Ce3−xMgxCo9 exists as high as x ≤ 1.40 and Curie temperature raises propor-

tional to Mg content in the solid solution and reaches 450 K for x ∼ 1.40. The magnetocrystalline

anisotropy field and energy density at 300 K are found to be ∼6 T and ∼0.75 MJ/m3 respectively

which is large enough to qualify this system as a potential gap magnet. During the similar search

effort in the Co rich section of the Sm-Co-Mg phase diagram, a relatively simpler method of Mg-flux

growth of Sm2Co17 single crystal sample was discovered.

In addition, Several concentrations of Fe, Cu and Ta substituted single crystalline CeCo5 samples

(i.e. Ce(Co1−x−y−zFexCuyTaz)5) were synthesized and anisotropic intrinsic magnetic parameters

were determined. Cu stabilizes the 1:5 phase however magnetization and Curie temperature are

proportionally decreased with Cu content. Although Ta was incorporated is the crystal structure

inadvertently from the growth crucible, it played a positive role to develop grain boundaries in

heat treated single crystalline samples necessary for magnetic domain pinning. The Fe addition

significantly increased the Curie temperature and the saturation magnetization, compensating the

effect of anisotropy field decrease with Cu and Fe addition. An optimally Fe and Cu doped heat

treated sample, Ce14.3Ta1.0Co62.0Fe12.3Cu10.4, exhibited approximately 13 MGOe energy product,

a value within the existing energy product gap in permanent magnets.

In conclusion, we made several encouraging steps toward our research goals namely two new

Mn based ferromagnets with large anisotropy fields, conversion of a Pauli paramagnetic, CeCo3,

into a strong uniaxial anisotropic ferromagnet Ce3−xMgxCo9 and development of a 13 MGOe

energy product in noncritical Ce14.3Ta1.0Co62.0Fe12.3Cu10.4 single crystalline permanent magnet

were achieved. These results provide proof of principles for the further possibility of developing
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new, noncritical, ferromagnets or rehabilitation of weak ferromagnets to be commercially useful gap

magnets. It is important to continue such exploratory investigation for novel noncritical elemental

phases so as to discover new useful ferromagnets.
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APPENDIX A. ADDITIONAL MATERIALS ON “STUDY OF DOPING

INDUCED QUANTUM PHASE TRANSITION IN Ce3−xMgxCo9”

Field dependent magnetization and the Arrott plots for various samples
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Figure A.1 Field dependent magnetization of various non-ferromagnetic Ce3−xMgxCo9

samples at 2 K parallel to c axis.
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Figure A.2 Field dependent magnetization of Ce2.65Mg0.35Co9 at various temperature to

demonstrate only base temperature has some Brillouin type saturation mag-

netization. The lower inset shows reversible nature of the ZFC and FC M(T)

data.
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Figure A.3 The Arrott plot of Ce2.65Mg0.35Co9 within 2 K to 18 K at a step of 4 K. The

Curie temperature is suggested to be lower than 2 K. The inset shows the

corresponding M(H) data.
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Figure A.4 Field dependent magnetization of Ce2.57Mg0.43Co9 at various temperatures.

The hystersis loop observed for 2 K data is a good signature that Ce3−xMgxCo9

system could be used for permanent magnet application. The lower inset shows

the M(T) along with bifurcation of ZFC and FC M(T) data consistent with

observed low temperature hysteresis loop.
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Figure A.5 (a) M(H) data for Ce2.57Mg0.43Co9 sample around the Curie temperature

within 10 K to 40 K at a step of 5 K. (b) Corresponding Arrott plot to deter-

mine the Curie temperature which is found to be around 25 K.
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Figure A.6 Field dependent magnetization of Ce2.50Mg0.50Co9 at various temperatures.

The hysteresis loop observed for 2 K data (as grown coercivity of 2 T) is a

good signature that Ce3−xMgxCo9 system could be used for permanent magnet

application. The lower inset shows the M(T) along with bifurcation of ZFC

and FC M(T) data consistent with observed low temperature hysteresis loop.
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Figure A.7 The Arrott plot of Ce2.50Mg0.50Co9 within 50 K to 100 K at a step of 10 K.

The Curie temperature is determined to be around 70 K. The inset shows the

corresponding M(H) data.
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APPENDIX B. MAGNETIC UNIT CONVERSION

Table B.1 Selected magnetic unit conversion table [1, 2]

Quantity Gaussian SI

Magnetic field 10,000 Oersted (Oe) 1 Tesla

Magnetic field 1 Oe 103

4π A/m

Magnetization (Volume) 1 Gauss 103

4π A/m

Magnetization (mass) 1 emu/g 4 π × 10−7 Tm3/kg

Energy product 12.57 Mega-Gauss-Oersted (MG Oe) 100 kJ/m3

Anisotropy energy density 10 Merg/cm3 1 MJ/m3

µ0 1 4 π × 10−7 N/A2

work (energy) 107erg 1 J

µB (Bohr magneton) 9.274015 ×10−21 erg/G 9.274015 ×10−24 J/T

B.1 References
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	Growth, characterization and study of critical rare-earth poor/free magnetic materials
	Recommended Citation

	TABLE OF CONTENTS
	LIST OF FIGURES
	ACKNOWLEDGMENTS
	ABSTRACT
	1. CRITICAL MAGNETIC MATERIALS
	1.1 Introduction
	1.1.1 Criticality

	1.2 Magnetic materials
	1.2.1 Origin of magnetism
	1.2.2 Classification of magnetic materials
	1.2.3 Magnetic ground states of ions (local magnetic moments)
	1.2.4 Quantum mechanical theory of diamagnetism
	1.2.5 Quantum theory of paramagnetism
	1.2.6 Van Vleck paramagnetism
	1.2.7 Exchange interaction
	1.2.8 Mean field theory: Molecular field theory for interacting magnetic ions
	1.2.9 Spin wave theory
	1.2.10 Pauli Paramagnetism
	1.2.11 Stoner model
	1.2.12 Magnetic anisotropy
	1.2.13 Domain theory
	1.2.14 Domain walls
	1.2.15 High performance permanent magnets
	1.2.16 Magnetic hysteresis in domain theory viewpoint
	1.2.17 Requirements of ferromagnetic materials to be useful permanent magnets

	1.3 References

	2. EXPERIMENTAL METHODS
	2.1 Introduction
	2.1.1 Sample preparation
	2.1.2 Solution growth technique
	2.1.3 Structural, composition and orientation characterizations
	2.1.4 Electrical transport properties
	2.1.5 Magnetic properties measurements

	2.2 References

	3.  A STUDY OF THE PHYSICAL PROPERTIES OF SINGLE CRYSTALLINE Fe5B2P
	3.1 Abstract
	3.2 Introduction
	3.3 Experimental Details
	3.3.1 Crystal growth
	3.3.2 Physical properties measurement
	3.3.3 Determination of demagnetization factor for transition temperature and anisotryopy constant measurement

	3.4 Results and discussion
	3.4.1 Lattice parameters determination
	3.4.2 Identification of crystallographic orientation
	3.4.3 Resistivity measurement
	3.4.4 Measurement of magnetization and saturation magnetization
	3.4.5 Determination of transition temperature
	3.4.6 Determination of anisotropy constant K1

	3.5 First principles calculations
	3.6 Conclusions
	3.7 Acknowledgement
	3.8 References

	4. DISCOVERY OF FERROMAGNETISM WITH LARGE MAGNETIC  ANISOTROPY IN ZrMnP AND HfMnP
	4.1 Abstract
	4.2 Introduction
	4.3 Crystals growth
	4.3.1 Initial test
	4.3.2 Mn cleaning
	4.3.3 Single Crystal Growth

	4.4 Structural characterization
	4.5 Crystallographic orientation
	4.6 Resistivity measurements
	4.7 Magnetization measurements
	4.7.1 Identification of easy axis of magnetization and demagnetization factor
	4.7.2 Curie temperature determination
	4.7.3 Determination of the magneto-caloric effect

	4.8 Additional details of first-principles calculations
	4.9 References

	5. MAGNETIC PROPERTIES OF SINGLE CRYSTALLINE ITINERANT FERROMAGNET AlFe2B2
	5.1 Abstract
	5.2 Introduction
	5.3 Experimental Details
	5.3.1 Crystal growth
	5.3.2 Characterization and physical properties measurements

	5.4 Experimental results
	5.4.1 Structural characterization

	5.5 Magnetic properties
	5.6 Conclusions
	5.7 Acknowledgement
	5.8 References

	6. NEAR ROOM TEMPERATURE ANTIFERROMAGNETIC ORDERING WITH A POTENTIAL LOW DIMENSIONAL MAGNETISM IN AlMn2B2
	6.1 abstract
	6.2 Introduction
	6.3 Experimental Details
	6.3.1 Crystal growth

	6.4 Crystal structure and stoichiometry
	6.5 Electric and Magnetic properties
	6.6 Nuclear Magnetic resonance Study
	6.7 Conclusions
	6.8 Acknowledgement
	6.9 References

	7. Ce3-xMgxCo9: TRANSFORMATION OF A PAULI PARAMAGNET INTO A STRONG PERMANENT MAGNET
	7.1 Abstract
	7.2 Introduction
	7.3 Experimental Methods
	7.4 Composition and structural properties
	7.5 Magnetic Properties
	7.6 Conclusions
	7.7 Acknowledgements
	7.8 References

	8. Mg ASSISTED FLUX GROWTH AND CHARACTERIZATION OF SINGLE CRYSTALLINE Sm2Co17
	8.1 Abstract
	8.2 Introduction
	8.3 Experimental results and discussions
	8.3.1 Crystal growth and structural characterization
	8.3.2 Determination of Curie temperature

	8.4 Conclusions
	8.5 Acknowledgements
	8.6 References

	9. STUDY OF DOPING INDUCED QUANTUM PHASE TRANSITION IN Ce3-xMgxCo9
	9.1 Abstract
	9.2 Introduction
	9.3 Experimental details
	9.4 Results and discussion
	9.5 Conclusions
	9.6 Acknowledgements
	9.7 References

	10. SINGLE CRYSTALLINE PERMANENT MAGNET: EXTRAORDINARY MAGNETIC BEHAVIOR IN THE SINGLE CRYSTAL Ta, Cu AND Fe SUBSTITUTED CeCo5 SYSTEMS
	10.1 Abstract
	10.2 Introduction
	10.3 Experimental
	10.4 Structure and Composition Analysis
	10.5 Magnetic Properties
	10.6 Theoretical calculations
	10.7 Conclusions
	10.8 Acknowledgements
	10.9 References

	11. SUMMARY AND CONCLUSIONS OF THE THESIS
	A. ADDITIONAL MATERIALS ON ``STUDY OF DOPING INDUCED QUANTUM PHASE TRANSITION IN Ce3-xMgxCo9"
	B. MAGNETIC UNIT CONVERSION
	B.1 References


